
4148 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 66, NO. 5, MAY 2017

CRIL: An Efficient Online Adaptive Indoor
Localization System

Sheng Cai, Student Member, IEEE, Weixian Liao, Student Member, IEEE, Changqing Luo, Student Member, IEEE,
Ming Li, Member, IEEE, Xiaoxia Huang, Member, IEEE, and Pan Li, Member, IEEE

Abstract—Indoor localization or indoor positioning systems find
their use in many important applications such as augmented real-
ity, guided tours, tracking and monitoring, and situational aware-
ness and have recently attracted intense research interests. Pre-
vious localization systems are usually received signal strength in-
dication (RSSI)-based, inertial navigation system (INS)-based, or
an integration of these two. However, few of them can account
for dynamic communication environments, where channel states
constantly change. To the best of our knowledge, this paper is the
first to propose an efficient and adaptive indoor localization system
called coupled RSSI and INS localization (CRIL), which can adapt
to dynamic communication environments quickly and effectively.
Moreover, CRIL can account for the uncertainties in RSSI mea-
surements such as varying covariances and outliers as well. Exten-
sive simulation results demonstrate that our proposed CRIL system
is able to track both slow changes and sudden changes of the chan-
nel states in dynamic environments. Noticeably, the proposed CRIL
can perform accurate localization with estimation errors up to 1 m,
while previous schemes’ localization errors are up to several meters
or even tens of meters. Moreover, we test CRIL in real experiments,
and its localization error is up to 3 m in dynamic environments.

Index Terms—Dynamic channel states, inertial navigation
system (INS), Kalman filter, online localization, received signal
strength indication (RSSI).

I. INTRODUCTION

INDOOR localization or indoor positioning systems have
found their use in many important applications, including

augmented reality [1]; guided tours [2] (e.g., in museums, shop-
ping malls); tracking and monitoring [3], [4]; and situational
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awareness [5]. For example, social networks help people find
friends at a party based on their location information [1]. To
enable effective response in disaster rescue, accurate and re-
liable location information is indispensable as well. However,
since global positioning system (GPS) signals are usually poor
in indoor environments, how to design an accurate indoor local-
ization system is a challenging problem.

Due to the widespread adoption of wireless local area net-
works and mobile devices, Wi-Fi signals easily become an
alternative of GPS signals for the indoor localization. Some
works have proposed indoor localization techniques based on
angle of arrival (AOA) [6], time difference of arrival (TDOA)
[7], time of arrival (TOA) [8], etc., of the Wi-Fi signals. These
methods require extra hardware to measure such data, which is
not practical for common mobile devices like smart phones or
tablets. Some other works develop schemes by taking advan-
tage of the received signal strength indicator (RSSI), which can
be easily obtained by almost every wireless device. Generally,
RSSI-based localization can be classified into two categories:
fingerprinting- or mapping-based schemes [3], [4], [9], [10], and
channel modeling-based schemes [11]–[13]. The first kind of
schemes rely on building the comprehensive data maps of RSSI,
which requires significant efforts and needs recalibration when-
ever the environment changes. The second kind of schemes at-
tempt to construct an accurate channel model to estimate the dis-
tances between a receiver and several known transmitters based
on measured RSSI values, then employ estimation algorithms
such as the circular positioning and the hyperbolic positioning
[13], [14] to find the receiver’s location. Although the channel
modeling-based schemes do not require as much preparatory
work as RSSI data mapping-based schemes, they need an ac-
curate channel model, which is difficult to get due to its dy-
namic nature in indoor environments. Several calibration meth-
ods, such as in [15] and [16], are proposed to estimate the pa-
rameters in the channel model. Unfortunately, some of them like
[15] are passive offline schemes, while the online schemes like
[16] require much extra communication and computation cost.

One way to improve the performance of the channel
modeling-based localization systems is to integrate it with an
inertial navigation system (INS) [17]. In particular, an INS uses
an inertial measurement unit (IMU) to estimate an object’s po-
sition with a high update rate without any other side informa-
tion. However, the error of the IMU usually gets accumulated
very fast, especially for those cheap IMUs on mobile devices,
which renders the stand-alone INS impractical. Previous works
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[18]–[22] propose to couple these two systems by data fusion
technologies, but they cannot account for the dynamic channel
models in dynamic communication environments.

In this paper, we propose an efficient coupled RSSI and INS
localization system called CRIL, which integrate RSSI-based
channel modeling localization system with the INS localization
system and can adapt to dynamic communication environments
quickly and effectively. Specifically, we employ a Kalman fil-
ter to fuse the localization results obtained from the RSSI and
INS systems. Moreover, we introduce a recursive process in the
update phase of the Kalman filter to update the parameters of
the channel model utilizing the fused results. In doing so, our
system can well model the dynamic communication channels
in realtime without much additional calibration or overhead. In
addition, we notice that there are always noise and measurement
errors in the localization process. To avoid unstable estimation
results, we carefully design a stop mechanism to terminate the
recursive process. Our recursive method of estimating parame-
ters can be applied to other filters or data fusion technologies to
model the changing of a subsystem’s parameters. Furthermore,
we have developed schemes to reduce outliers in and update the
covariance of RSSI measurements.

Our main contributions in this paper are as follows.
1) The proposed CRIL system can proactively track both

gradual and abrupt changes in the channel model in re-
altime, and hence account for dynamic communication
environments.

2) CRIL can effectively account for uncertainties in the RSSI
measurements through outlier reduction and RSSI covari-
ance update.

3) CRIL can achieve very small localization errors, i.e.,
much less than 1 m in simulations and up to 3 m in ex-
periments even in dynamic communication environments,
compared to large errors (up to tens of meters) by previous
localization schemes.

The rest of the paper is organized as follows. Section II re-
views previous work on localization systems. In Section III, we
present the system models. Section IV describes our proposed
CRIL system, which is evaluated in Section V through exten-
sive simulations, and in Section VI through real experiments.
Finally, we conclude the paper in Section VII.

II. RELATED WORK

The rising interests in the indoor localization problems have
drawn intensive attention. We introduce the most related work
below.

Evennou and Marx [3] and Woodman and Harle [4] propose
RSSI fingerprinting/mapping-based localization schemes. In
particular, Evennou and Marx[3] have developed a system
where an accelerometer can count the number of walking steps
of the user, a gyroscope can tell the orientation of the user, and
the RSSI fingerprinting-based scheme provides the location of
the user. Woodman and Harle [4] have done similar work,
in which an RSSI mapping scheme is developed to find the
location of a user. Besides, Wu et al. [23] have designed a
channel state information (CSI)-based fingerprinting scheme.
All such schemes require significant efforts in advance or
whenever the communication environment changes.

TABLE I
SUMMARY OF ACCURACY OF DIFFERENT PREVIOUS LOCALIZATION SYSTEMS

Localization Scheme Error

RSSI fingerprinting/mapping [9] 1.50 m
CSI-based fingerprinting [23] 1.75 m
RSSI channel modeling [13] 3.69 m
A data fusion-based system [22] 2.29 m

Some previous works [13]–[16], [24] have designed local-
ization schemes through channel modeling utilizing the RSSI.
The path loss model with log-normal shadowing is commonly
adopted. For instance, to build a more accurate model, Bernardos
et al. [16] and Barsocchi et al. [15] have formulated optimiza-
tion problems to calibrate the channel model, which needs extra
communication and time. As mentioned earlier, these schemes
cannot account for dynamic communication channels, which is
usually the case in indoor environments where both the objects
under observation and the surrounding people/things may move
around.

Data fusion algorithms have been designed to integrate RSSI
systems with INS systems. Coronel et al. [18]–[20] have de-
veloped loosely coupled estimation algorithms to fuse the two
systems, which means that each of the two subsystems out-
puts an estimated position and the high level system fuses these
results. In contrast, in [21] and [22] tightly coupled estima-
tion algorithms have been designed to fuse both systems, i.e.,
the high level system will fuse the measurements (angular, ve-
locity, RSSI, etc.) directly from the two subsystems to calcu-
late the final position, and the subsystems will not output their
own estimated positions. The former estimation algorithms have
lower computational complexity, while the latter estimation al-
gorithms have better performance. Our proposed CRIL system
takes advantage of both of them and can perform better.

We summarize the accuracy of a few previous localization
systems in Table I. Notice that these results depend on highly
accurate measurement devices or good calibrations, and are
obtained in static communication environments. In contrast, as
we will see later, the proposed CRIL system can achieve much
smaller localization errors, i.e., much less than 1 m, even in
dynamic communication environments by simulations.

In addition, there are some other localization systems such
as those in [21], [25], and [26] which utilize both ultrawide
band (UWB) systems and INSs. The use of the UWB enables
the measurement of the AOA, TDOA, TOA, etc., but currently,
UWB radio interfaces are not very common on mobile devices
and would be more expensive.

III. SYSTEM MODELS

A. System Architecture

As shown in Fig. 1, we consider an indoor environment where
we intend to track a moving pedestrian’s (or object’s) 2-D loca-
tion on a certain floor of a building.1 There are a number of Wi-Fi
anchors in known positions in this space. The object carries a

1In this paper, we use pedestrian and object interchangeably.



4150 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 66, NO. 5, MAY 2017

Fig. 1. Typical scenario of indoor localization.

mobile device with a Wi-Fi radio and an IMU. Thus, the object
can receive Wi-Fi signals from the anchors and can measure
the RSSI of each of the signal. More importantly, we consider a
dynamic indoor environment, which implies the dynamic nature
of the communication channels therein.

B. Channel Model

One of the most commonly used channel models is the log-
normal path loss model [24], which has a direct relationship
between the distance and the received signal strength. Specif-
ically, the RSSI (in dBm) of a signal received at a receiver,
denoted by PRX, can be calculated as

PRX(dBm) = A− 10η log10(d/d0) + N0 (1)

where A is the received signal strength at a reference distance
d0, η is the path loss exponent, and N0 is the noise in the en-
vironment. The value of A depends on the transmitted signal
power PTX and the antenna gains of the transmitter and the re-
ceiver. The noise N0 is usually defined as a zero-mean Gaussian
random variable N (0, σ).

Rewriting (1), the distance d between the transmitter and the
receiver can be calculated by

d = d0 · 10
A −P RX+ N 0

10η . (2)

Note that η typically varies between 2 and 4 in outdoor environ-
ments, and can range from 4 to 6 in indoor environments [13].
Obviously, time-consuming experiments need to be conducted
in order to calibrate the value of η before we use this channel
model to estimate the distance d. The overhead becomes more
intolerable in dynamic environments where channel models con-
stantly change due to its sensitivity to surrounding movements,
temperature, air pressure, air moisture, etc. [27]. Therefore, a re-
altime calibration process is indispensable to track the changes
in the path loss exponent η and, hence, perform more accurate
localization.

C. Observation Model

The observation model defines the relation between the mea-
surements and the actual states of the observed object. The
proposed CRIL system includes two subsystems: an RSSI lo-
calization system and an INS localization system, both of which
will output their observation results, i.e., measurement results.
Let Z denote the measurement of the observed object’s location
X = [x, y]� ∈ �2×1. Note that the object’s position in the z-axis
is denoted by z∗ and does not change, which does not need to be
estimated. Then, we can have the following observation model:

Z =
[

ZINS

ZRSSI

]
= CX + Υ (3)

where ZINS and ZRSSI are the measurements of the object’s
position from the INS system and RSSI system, respectively,
and Υ is the measurement noise. Note that C is the observation
matrix which is defined as

C =
[

I2×2

I2×2

]
(4)

where I is the identity matrix.
As shown in (3), the observation error affects the measure-

ment results. Thus, the object’s position cannot be directly ob-
tained, but need to be estimated based on the measurements.

IV. CRIL: COUPLED RECEIVED SIGNAL STRENGTH INDICATOR

AND INERTIAL NAVIGATION LOCALIZATION SYSTEM

In this section, we detail our proposed online adaptive lo-
calization system: CRIL. In particular, the RSSI system has
bounded error but a low accuracy, while the INS has a high
accuracy in the short run but a large drift error in the long run.
Thus, CRIL couples these two systems in order to obtain better
localization performance. One salient feature of CRIL is that it
can fuse the results from RSSI and INS and, in return, update
the channel model in the RSSI in real time. In doing so, CRIL
can quickly and efficiently track the dynamic channel model,
and better fuse the results from the RSSI and INS to provide
more accurate localization results. In what follows, we first de-
scribe the RSSI and INS systems and, then, the proposed CRIL
localization system.

A. RSSI Localization System

Theoretically, we can determine the location of the object
based on the distances between the object and three anchors
through triangulation algorithms. However, because of the in-
accuracy of the measurement results, the triangulation algo-
rithms cannot be used directly. In the literature, there are mainly
two kinds of estimation algorithms that address the inaccuracy
problem: the circular positioning algorithm [13], and the hy-
perbolic positioning algorithm [14]. The circular positioning
algorithm minimizes the sum of the squared errors between
the real and estimated distances from the tracked object to the
different chosen anchors. The hyperbolic positioning algorithm
uses a least-squares estimation method to solve a linear prob-
lem in order to estimate the object’s position. Although the
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circular positioning algorithm performs better than the hyper-
bolic positioning algorithm, it has a much higher computation
cost. Considering that the object is usually a mobile device with
limited computation capability and energy, we employ the hy-
perbolic positioning approach.

Specifically, consider that we choose N anchors, and anchor
1 is at the reference spot (0, 0, 0). The square of the distance
between the object and an arbitrary anchor i (1 ≤ i ≤ N ),
denoted by d2

i , can be expressed as

d2
i = (xi − x)2 + (yi − y)2 + (zi − z∗)2. (5)

Therefore, subtracting (5) when i = 1 from that when i �= 1,
we get

d2
i − d2

1 = x2
i − 2xix + y2

i − 2yiy + z2
i − 2ziz∗. (6)

Because of the measurement noises and errors, we can only
have the estimated distances of di , denoted by d̃i , according to
(2). Thus, we rewrite (6) in the following matrix form:

HX̂ = b̃ (7)

where

H =

⎡
⎢⎣

2x2 2y2
...

...
2xN 2yN

⎤
⎥⎦

b̃ =

⎡
⎢⎣

x2
2 + y2

2 + z2
2 − 2z2z∗ − d̃2

2 + d̃2
1

...
x2

N + y2
N + z2

N − 2zN z∗ − d̃2
N + d̃2

1

⎤
⎥⎦

and X̂ =
[

x̂
ŷ

]
is the estimated position of the object.

The least-squares solution to this equation is

X̂ = (HT H)−1HT b̃. (8)

Note that this least-squares solution (8) assigns the same weight
to different estimated distances d̃2

i . However, since the channel
model (1) is nonlinear, the same Gaussian distributions of the
RSSI measurement error will lead to different distributions of the
distance measurement error in the case of different transmission
distances. Intuitively, the larger the distance di , the larger the
distance error caused by the same RSSI error. We employ a
weighted hyperbolic algorithm [13] to solve this issue. The
algorithm assigns larger weights to those estimated distances
with a higher accuracy, under the assumption that the shorter
estimated distances have better accuracy as mentioned earlier.
The modified weighted least-squares solution is as follows:

X̂ = (HT S−1H)−1HT S−1b̃. (9)

Here, S is the estimated covariance matrix of b̃, which can be
estimated by

S =

⎡
⎢⎢⎢⎢⎢⎣

d̃4
1 + d̃4

2 d̃4
1 · · · d̃4

1

d̃4
1 d̃4

1 + d̃4
3 · · · d̃4

1

...
...

. . .
...

d̃4
1 d̃4

1 · · · d̃4
1 + d̃4

N

⎤
⎥⎥⎥⎥⎥⎦

. (10)

Note that N should be at least 3 in order for us to conduct the
least-squares estimation and have a fairly good estimation of X .
Due to matrix inversion and matrix multiplication, the compu-
tational complexity of finding X̂ is O(N 3). The complexity of
this algorithm can be very low in practice since N can usually
be a small number in real implementations. Moreover, when
the RSSI system receives a large number of signals, it can drop
those low-quality ones to further reduce the complexity of the
computation.

B. Inertial Navigation System

An INS uses an IMU to estimate positions and is widely
used as the navigation system for airplane, ships, rockets, etc.
[17]. Advances of the micro electro mechanical system (MEMS)
technology lead to cheap and small IMUs for common mobile
devices like smart phones and tablets. The main advantage of
IMUs is that they need no external inputs for measuring their
positions and can be used in indoor environments or wherever
satellite signals are not available.

Normally, an IMU includes a gyroscope and an accelerom-
eter. In particular, the gyroscope outputs the angular velocity
of the object and the accelerometer outputs the linear accelera-
tion. The angular velocity of an object gives its attitude by one
integration, which indicates the object’s yaw, pitch, and roll.
Based on the attitude and other information, we can transfer the
linear acceleration in inertial reference coordinates into naviga-
tion reference coordinates. Then, based on the Newton’s laws
of motion, the position of the object can be calculated after two
integrations. More detailed descriptions on INS systems can be
found in [17].

Therefore, an IMU position estimation system can be mod-
eled by the following linear equations [19]:

φ̄j+1 = φ̄j + W̄ j+1Δt + Γφ (11)

V̄ j+1 = V̄ j + Āj+1Δt + ΓV (12)

X̄j+1 = X̄j + V̄ j+1Δt + ΓX (13)

where Δt is the IMU’s sampling period; and φ̄, W̄ , Ā, V̄ , and
X̄ are the attitude vector, angular velocity vector, acceleration
vector (calculated based on φ̄ as mentioned earlier), velocity
vector, and position vector, respectively, in the navigation refer-
ence coordinates. Γφ, ΓV , and ΓX are the noises in φ̄, V̄ , and
X̄ , respectively, and are assumed to follow Gaussian distribu-
tion.

One problem of the INS system is that the accumulated error,
which is well known as an INS drift, can increase very fast as
time goes by. To be more prominent, as shown in (11)–(13), the
error introduced in the angular velocity measurement will be
propagated into the estimated attitudes, and the error introduced
in the linear acceleration measurement will be propagated into
both the estimated velocity and the estimated objects’ position.
Moreover, since the (j + 1)th estimated position is based on the
previous estimated position X̄j , the previous errors of the INS
system will be accumulated into the future position estimations
[17]. Therefore, after a few position updates, the accumulated
errors may become noneligible. This problem becomes even
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more serious in MEMS IMUs because the thermo-mechanical
white noise and the bias errors account for a significant fraction
of the measurement error [17].

To address the above problem, we propose to employ the
pedestrian dead-reckoning (PDR) method [28]–[30], which
obtains a pedestrian’s position based on the number of steps,
step length, and orientation. There are three processes in PDR:
step detection, stride length (SL) estimation, and orientation
estimation.

1) Step Detection: In this process, the algorithm counts the
number of steps by detecting the number of swing phases. Par-
ticularly, we first calculate the magnitude of the acceleration
aj+1 with the three-axis accelerometer [29]

aj+1 =
√

a2
xj + 1

+ a2
yj + 1

+ a2
zj + 1

(14)

and then identify a swing phase whenever the magnitude aj+1

is larger than a threshold Tacc.
2) SL Estimation: The zero velocity updates SL algorithm

is widely used with a high accuracy for most statuses of a user
(walk or run) [29]. In particular, when the user is in the stance
phase, the velocity is zero. Using this information, the algorithm
can correct the drifts of the accelerometer and decrease the SL
errors in the swing phases when we employ (11)–(13).

There are three steps to estimate the length of the ith stride
(or the ith swing phase) denoted by SLi [29]. First, we use (12)
to calculate the linear velocities in the duration of swing phase i.
Note that a swing phase usually contains a number of IMU’s
sampling periods. Second, we correct the drifts as follows: The
velocities are decreased by the linear interpolation of μi , i.e.,
the mean velocity at the stance phase i, and μi−1 [29]. Third, we
carry out the integration of (12) to get the position increment,
whose abstract value is the SL SLi .

3) Orientation Estimation: There are two main methods to
estimate the orientation of the pedestrian in the ith stance phase
(before the ith swing phase), denoted by θstancei

, based on the
IMU on his/her mobile device: the gyroscope method and the
accelerometer method. In the gyroscope method, by using (11),
the INS system can output the orientation θi,gyro. Although the
gyroscope method can give accurate results in a short time pe-
riod, the drift will increase with time. On the other hand, the
accelerometer method is less accurate but does not accumulate
the errors as time goes by. Thus, we combine these two methods
as follows by introducing a control parameter γi (0 ≤ γi ≤ 1)

θstancei
= (1− γi) · θi,acc + γi · θi,gyro. (15)

Consequently, when we have all the above results, we can up-
date the user’s position after every m steps. Particularly, the (k +
1)th estimated position, denoted by X̄k+1, can be calculated as

Xx
k+1 = Xx

k +
m∑

i=1

SLi · cos(θstancei
) (16)

Xy
k+1 = Xy

k +
m∑

i=1

SLi · sin(θstancei
). (17)

C. Coupling RSSI and INS Systems Through a Kalman Filter

In this section, we develop a new Kalman filter that can
well integrate the above RSSI and INS systems to estimate the
object’s position.

Specifically, Kalman filters are widely used in the data fu-
sion and state estimation [31], and many Kalman filters [32]
have been proposed to solve different problems. These differ-
ent forms of Kalman filters follow the same two general steps:
the prediction (or propagation) step and the update step. In the
prediction step, the system states are propagated from the last
iteration to the predicted states in the current iteration and the
prior distribution is generated by using the estimated model of
the system. In the update step, the filter has two kinds of in-
formation: the prior distribution from the prediction step and
the measurement information. By using the measurement infor-
mation and the prior distributions of the states, the filter can
estimate the posterior distribution of the states and generate the
current estimated states.

In what follows, we detail our Kalman filter design. Note
that in the following equations, the index k denotes the iteration
number, the index k|k − 1 denotes the predicted parameters,
and the k|k denotes the estimated parameters.

First, in the prediction step, the filter uses the estimation
model (13) to get a predicted state X ′

k |k−1 and the predicted
estimated state covariance P k |k−1 (or the prior distributions of
the states)

X ′
k |k−1 = X ′

k−1|k−1 + V̄ ΔT (18)

P k |k−1 = P k−1|k−1 + Qk (19)

where ΔT is the update period of the Kalman filter, P k−1|k−1

is the covariance matrix of the estimated state vector X ′
k−1|k−1

at time k − 1, and Qk is the covariance matrix of the current
process noise’s distribution. Qk can be calculated as [22]

Qk = I ·
(

1
2
σaΔT 2

)2

+ I · (σvΔT )2 (20)

where I is the identity matrix, and σa and σv are the standard
deviation of the acceleration and of the velocity of the IMU,
respectively.

Then, when the system receives enough measurement infor-
mation from both of the subsystems, the Kalman filter estimates
the posterior distribution of the states and generates the cur-
rent estimated states. Specifically, the update step generates the
Kalman gain, estimated state, and covariance matrix of the esti-
mated state for the next iteration. Such updates can be made by

Kk = P k |k−1C(CP k |k−1C
T + Rk )−1 (21)

X ′
k |k = X ′

k |k−1 + Kk (Zk −CX ′
k |k−1) (22)

P k |k = (I −KkC)P k |k−1 (23)

where Zk is the observation result from the RSSI system and
INS system as shown in (9), (16), and (17), respectively, Kk is
the optimal Kalman gain, and Rk is the covariance matrix of
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the measurement error Υk

Rk =
[

Qk/INS 0
0 Rk/RSSI

]
. (24)

The entry Qk/INS corresponding to the INS system is the
same as Qk , and Rk/RSSI is the covariance matrix of the RSSI
system’s results. The initial R0/RSSI can be given by

R0/RSSI = I · σ2
R (25)

where σR is standard deviation of the RSSI system’s results
that could be predetermined by a few experiments. We will see
later that Rk/RSSI will be updated in the algorithm.

Note that as shown in (22), we can fuse the results from the
RSSI and INS systems by using the Kalman gain Kk (21).

D. Realtime Update of the Channel Model

As indicated in Section III, the RSSI system’s accuracy is
directly influenced by the measurement accuracy of the path
loss exponent η. However, this value is difficult to obtain in a
dynamic environment, where η needs to be obtained experimen-
tally every time we need an estimated position from the RSSI
system. Thus, even if η can be accurately calibrated at the be-
ginning of the estimation, η will continue to change because of
the dynamic nature of the environment. Some prior works [15],
[16] claim that their systems can update the path loss exponent
η by using some fixed Wi-Fi anchors and reference points, how-
ever, their update is not realtime or accurate enough to catch the
changing of the actual parameters.

Different from the previous works, we update the path loss
exponent η by recursively using the results of the proposed
Kalman filter. The basic idea is to use the Kalman filter’s es-
timation results as the position state input to calibrate the new
path loss exponent η. In particular, according to (1), we can
easily calculate η as follows:

ηnew =
(A− PRX)

10 log
(∥∥X ′

k |k −Xanchor−i

∥∥
2/d0

) (26)

where X ′
k |k and Xanchor−i are the estimated position obtained

from the Kalman filter and the position of anchor i, respectively,
‖‖2 is the Euclidean norm, and ηnew is the updated path loss
exponent based on the newly obtained estimated position from
the Kalman filter. After we have an updated ηnew, we employ the
Kalman filter again to update X ′

k |k , which is then used to update
ηnew again. This process proceeds recursively until we have a
good enough estimate of the path loss exponent, which is finally
used to update η. Moreover, as will be shown in simulations, the
iteration number in the recursive process is very small (mostly
no more than 3), which means that this proposed calibration is
very efficient.

1) Stop Condition for the Recursive Update Process for η:
In the proposed scheme, it is important to find the correct con-
dition to stop the recursive steps for updating η so that we can
avoid the influence of the noise and measurement errors. In par-
ticular, as shown in the path loss function (1), there is always
some noise that affects the accuracy of the RSSI system. Be-
sides, the received signal strength PRX may not be very accurate

either. Similarly, there is a noise and measurement error in the
INS system as well. The estimated position X ′ by the coupled
Kalman filter thus still contains uncertainty. Since the new pass
loss exponent η is calculated according to (26), it is also influ-
enced by these errors. Thus, we decide to set a suitable threshold
to avoid getting an unstable η in this recursive process.

Particularly, if the newly estimated position X ′newk |k based
on the new path loss exponent η in any iteration is away from
the previously estimated position X ′oldk |k by a threshold T , it
means that the pass loss exponent η did change and the update of
η is necessary. Otherwise, the change of the pass loss exponent
η may be due to the noise and measurement errors, and the sys-
tem will ignore this update and terminate the recursive process
of updating η. We notice that as shown in (23), the covariance
matrix P k |k of the estimated states can be used to obtain a con-
fident range of the estimated position. Therefore, the threshold
T can be set to

T = α
√

(σx
2 + σ2

y )/2 (27)

where σ2
x and σ2

y are the covariances of the estimated position’s
coordinates x and y in P k |k , respectively, and α is a coefficient
needed to be tuned. In so doing, our recursive algorithm can
generate a threshold online to control the recursive level so that
the update of the pass loss exponent η will converge.

2) Online Updating of the RSSI Measurement Error Co-
variance: Moreover, after the pass loss exponent η is finally
updated, as mentioned earlier, some other parameters in the
Kalman filter should be updated as well.

Specifically, since the channel model is updated, the measure-
ment covariance Rk needs to be updated accordingly. Rewriting
the path loss function (1), we can know that the measurement
d̃i is a random variable

d̃i = di · 10
N ( 0, σ )

10η = 10N (log10di ,
σ

10η ) . (28)

From (28), we find that when the pass loss exponent η is updated,
the covariance of the Gaussian distribution changes, and are
inversely proportional. Therefore, when the proposed Kalman
filter changes the pass loss exponent η, the new variance of the
RSSI measurement error is updated as follows:

σR/new =
ηold

ηnew
· σR/old. (29)

After obtaining these new variances, the Kalman gain Kk

and the estimated position X ′
k |k will also be updated.

E. Further Improvement

1) Online Reduction of RSSI Signal Outliers via L1 Regres-
sion: We notice that RSSI measurements tend to have outliers
because of unstable communications or disturbances caused by
obstacles [33]. The performance of the Kalman filter will be
seriously degraded by the outliers, and therefore, many robust
schemes have been proposed to reduce them [34]–[38]. In this
paper, we employ an L1 regression-based approach [34], [38]
due to their convenient implementation and low computation
complexity.
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Specifically, in the proposed Kalman filter, we consider that
the RSSI measurement error υk/RSSI is given by

υk/RSSI = rk/RSSI + ok/RSSI (30)

where rk/RSSI and ok/RSSI are the Gaussian noise and outlier in
the step k, respectively.

Then, we can estimate ok/RSSI by solving the following opti-
mization problem [38]:

min
ok / RSSI

(υk/RSSI − ok/RSSI)T W k (υk/RSSI − ok/RSSI)

+ λ
∥∥ok/RSSI

∥∥
1

(31)

where

W k = (I −Kk )T R−1
k/RSSI(I −Kk ) + KT

k P−1
k |k−1Kk .

‖·‖1 is a L1 norm, and λ is a regularization parameter which
is needed to get the solution.

The solution to (31) can be obtained by [39]

ok/RSSI =

⎧⎪⎪⎨
⎪⎪⎩

υk/RSSI − λ
2W , if υk/RSSI > λ

2W

0, if − λ
2W ≤ υk/RSSI ≤ λ

2W

υk/RSSI + λ
2W , if υk/RSSI < − λ

2W

(32)

where υk/RSSI = Zk |RSSI −X ′
k |k−1, and λ

2W is used as a
threshold to cut the outlier. We set λ

2W to the standard devi-
ation of υk/RSSI which is defined by

Σ2
υk / RSSI

= P k |k−1 + Rk/RSSI. (33)

Therefore, λ can be set to

λ = 2WkΣυk / RSSI
. (34)

By calculating the outliers, we can reduce them from the RSSI
measurements Zk/RSSI.

2) Online Estimation for the RSSI Measurement Covariance:
As mentioned earlier, the RSSI measurements have outliers
which can now be removed. This enables us to have a more
accurate estimate of the RSSI measurement error covariance
Rk/RSSI. Besides, the change in the environment may lead to
different Rk/RSSI’s. Therefore, before we update Rk/RSSI using
(29) when we conduct realtime update of the channel model as
described in Section IV-D, we need to obtain Rk/RSSI by using
the RSSI measurements without outliers.

In particular, let υ′j/RSSI be equal to υj/RSSI minus the outlier.
Based on the adaptive Kalman filter from [40], the covariance
of υ′k/RSSI can be estimated by

Cυ′
k / RSSI

=
1
N

k∑
j=k−N +1

υ′j/RSSIυ
′
j/RSSI

T (35)

where N is the estimation window size. Then, from (33),
the RSSI measurement error covariance can be calculated
as

R̂k/RSSI = Cυ̂k / RSSI
− P k |k−1 (36)

and then, we can update Rk/RSSI as follows:

Algorithm 1: A Coupled RSSI and INS Localization
System.

1: procedure CRIL(X ′
0|0, P 0|0, Q1, R1)

2: Collect the position result from the INS system by
(16) and (17).

3: Collect the position result from the RSSI system
by (9).

4: Deduce the RSSI outlier ok/RSSI and estimate the
RSSI measurement covariance Rk/RSSI by (32) and
(37), respectively.

5: Denote their own position results as Zold
k .

6: Compute (18), (19) to estimate predicted states
X ′

k |k−1 and predicted covariance P k |k−1.
7: Calculate Kalman gain Kk by (21) and estimate

the estimated position X ′oldk |k by (22) by using the
measurement Zold

k .
8: Use the estimated position X ′oldk |k to get the new

path loss exponent ηnew by (26), and the new RSSI
position result Zk/RSSI.

9: Calculate the new estimated position X ′newk |k
with the new RSSI results and new ηnew by (22).

10: while
∥∥∥X ′new

k |k −X ′old
k |k

∥∥∥
2

> T do

11: Set X ′oldk |k ←X ′newk |k
12: Update the path loss exponent η, and RSSI

position result Zk/RSSI.
13: Calculate the new estimated position

X ′newk |k by (22).
14: end while
15: Update the RSSI measurement covariance σR/new

by (29).
16: Update Kalman gain Kk and P k |k , and calculate

final estimated position X ′Final
k |k .

17: end procedure

Rk/RSSI = (1− β)Rk−1/RSSI + βR̂k/RSSI (37)

where β is a control parameter.
The complete algorithm description for CRIL is detailed in

Algorithm 1.

V. SIMULATION RESULTS

In this section, we analyze the performance of our pro-
posed CRIL system through extensive simulations and validate
the proposed scheme by comparing it with the following two
previous methods:

1) RSSI localization system (RSSI) [13]: With a fixed time
step, the RSSI localization system estimates the object’s
position based on the RSSI values only.

2) A hybrid RSSI and INS system with Kalman filter with-
out channel model update (KF) [20]: Kalman filter is
employed to fuse the results from the RSSI system and
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the INS system, but there is no channel model update
process.

As will be seen later, our proposed system gives very accurate
and stable localization results, even in dynamic environments.

A. Simulation Environment and Parameter Setting

In the simulations, we consider that there are three Wi-Fi
anchors located at three fixed points, respectively, in a room
of 50 m × 50 m. The tracked object moves around under the
coverage of all three anchors, and they are all on the same plane.
These anchors send Wi-Fi signals to the tracked object at a fixed
rate of one per 0.5 s. The speed of the object is fixed at 1 m/s.

At the start point (5, 5, 5), the object uses its exact position
to initialize the parameters and position states in the proposed
Kalman filter. The values of σa and σv in the covariance matrix
Qk of the process noise ΓX are set to 0.1 m/s2 and 0.1 m/s.
In the covariance matrix of the RSSI measurement noise, i.e.,
RRSSI, the initial value of σR is set to 2 m. As explained in the
previous section, this Rk/RSSI will be updated online to enhance
the accuracy of our algorithm.

The simulations are conducted in MATLAB, where the re-
lated models (i.e., RSSI and INS systems) are developed ac-
cordingly. The log-normal shadowing path loss model is used
as the signal propagation model, where σ = 2 dBm, and A =
− 38.0460 dBm.

B. Results Under Constant Path Loss Exponent

In this simulation, the real path loss exponent is set to a
constant value of 4. As shown in the description of the CRIL
algorithm, the noise influences the accuracy of the estimated
path loss exponent η. In this special situation where the real
path loss exponent η is not changing, the proposed recursive
update process for η should keep the estimated η unchanged.
The small variation of the estimated η caused by the noise
should be ignored by the recursive update process. That means
the new CRIL system should have the same performance as the
KF method [20].

Specifically, we can see in Fig. 2 that the estimated path loss
exponent η (i.e., blue circles in Fig. 2) is unchanged. This is
because the proposed recursive update process for η ignores
the influence of noise, and the updated ηnew obtained in the
recursive update process (i.e., blue squares in Fig. 2, only one
iteration) is not accepted by the system. The results in Fig. 2
validate the design of the proposed threshold T for controlling
the recursive level of the update process and shows that we can
have a stable and converging update process in this environment
with a constant path loss exponent.

In Figs. 3 and 4, we show the estimated positions by our
proposed CRIL and by RSSI [13] and KF [20], respectively.
We can see that both our CRIL and KF [20] can track the
objects’ real positions well, with localization errors on the scale
of centimeters. The localization errors of RSSI [13] are larger, up
to 2.5 m. Figs. 2 and 3 together demonstrate that the proposed
recursive update process for η can perform well, even when
the noise and the measurement errors influence the estimation
of η.

Fig. 2. Estimated path loss exponent η by CRIL.

Fig. 3. Comparison of estimated positions by CRIL and the real trajectory.
(a) Estimated Positions and Real Trajectory (b) Localization Error.

Fig. 4. Comparison of estimated positions by RSSI [13], KF [20], and the real
trajectory. (a) Estimated positions and real trajectory. (b) Localization error.
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Fig. 5. Comparison of estimated path loss exponent η by CRIL and the real
path loss exponent, η which is slowly changing. (a) Path loss exponent h. (b)
Estimated path loss exponent h error.

C. Results Under Dynamic Path Loss Exponent

Previous results show that the proposed CRIL system can
obtain the same accuracy level as the normal Kalman filter
when the path loss exponent is a constant. On the other hand,
one of CRIL’s biggest advantages is that it can estimate and
update the path loss exponent η through a realtime calibration.
This is one main reason that the proposed system can have a
high localization accuracy compared to the previous RSSI-alone
localization systems and hybrid localization systems.

In what follows, two situations are discussed and investigated:
first, the value of the real path loss exponent η slowly changes
with time; second, the value of the real path loss exponent η has
a sudden change, i.e., jumps from one value to another. In the
next two sections, we show that the proposed CRIL can achieve
an accurate localization in both situations.

1) Path Loss Exponent η is Slowly Changing: In this simu-
lation, the real path loss exponent η slowly changes from 4 to
4.35. This can happen when the humidity in the room is slowly
increasing [27]. In Fig. 5, the estimation error of the path loss
exponent is very small, and most of the errors are below 0.02.
The estimated path loss exponent η can follow the slow chang-
ing of the real path loss exponent η. Although there are still
some small errors caused by the noise and measurement errors,
the estimated path loss exponent η is very accurate and can give
very good performance.

Figs. 6 and 7 demonstrate the localization performance of
CRIL and of RSSI [13] and KF [20], respectively. Specifically,
in Fig. 6, the proposed CRIL system achieves similar perfor-
mance under dynamic path loss exponents to that in Fig. 3,
where the path loss exponent is a constant. The variation of
the real path loss exponent η does not influence the accuracy
of the proposed CRIL system much. This is because the recur-
sive update process for η can detect this variation efficiently
and accurately. We also notice that our proposed scheme’s per-

Fig. 6. Comparison of estimated positions by CRIL and the real trajectory
with the slowly changing path loss exponent η. (a) Estimated positions and real
trajectory. (b) Localization error.

Fig. 7. Comparison of estimated positions by KF [20] and RSSI [13] and the
real trajectory with the slowly changing path loss exponent η. (a) Estimated
positions and real trajecotry. (b) Localization error.

formance (with localization errors up to 0.4 m) is much better
than the RSSI [13] and KF [20] localization systems, as shown
in Fig. 7. The KF scheme leads to localization errors of a few
meters, which cannot be used. The RSSI method is even worse
than the KF scheme and has localization errors more than 20 m,
due to the inaccurate channel model. From these results, we can
see that the proposed CRIL system can fully utilize the fused
results of the INS and RSSI systems and detect the variations of
the path loss exponent η quickly, thus improving the localiza-
tion performance. Moreover, as shown in Fig. 8, we notice that
the number of iteration numbers in the recursive update process
for η are no more than 3, which demonstrates that the proposed
update process is very efficient.
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Fig. 8. Number of iterations in the recursive update process for η when η is
slowly changing.

Fig. 9. Comparison of estimated path loss exponent η by CRIL when the
real path loss exponent η is suddenly changed. (a) Path loss exponent h. (b)
Estimated path loss exponent h error.

2) Path Loss Exponent η is Suddenly Changed: In this sim-
ulation, the value of the path loss exponent η jumps from 4.0 to
4.2 at about t = 26 s. This may happen when the mobile object
enters one room from another [27]. From Fig. 9, we can find
that the estimation error of the path loss exponent η is also very
small as that in Figs. 3 and 5, and most of the errors are less than
0.015. We can easily see that the estimated path loss exponent
η can track the suddenly changed real path loss exponent η very
fast. It is important to notice that the estimation error after t =
26 s is not much different, compared with that before t = 26 s.
The small error of η caused by the noise and measurement error
will not influence the performance of the proposed system too
much. Fig. 10 shows that the performance of the proposed CRIL
system is very good and not affected by the sudden change of
the real path loss exponent η.

Fig. 10. Comparison of estimated positions by CRIL and the real trajectory
when the real path loss exponent η is suddenly changed. (a) Estimated positions
and real trajectory. (b) Localization error.

Fig. 11. Comparison of estimated positions by KF [20], RSSI [13] and the real
trajectory when the real path loss exponent η is suddenly changed. (a) Estimated
positions and real trajecotry. (b) Localization error.

Particularly, in Fig. 10, because of the successful detection
of the sudden jump of the real path loss exponent η, the pro-
posed system can still output estimated positions with a high
accuracy. The performance in this scenario is similar to those
in the previous simulations where the real path loss exponent
η is a constant or slowly changing. There is not much dif-
ference in the estimated error before and after the jump of η,
which mostly remains below 0.2 m. This means the performance
of the proposed CRIL system is smooth and stable when the
parameters are changed suddenly. This is desirable in real-world
applications, where a localization system should be adaptive to
these changes and update its own parameters effectively. We no-
tice in Fig. 11 that both the RSSI system’s and the KF system’s
localization errors are several meters. Thus, the RSSI [13] and
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Fig. 12. Comparison of localization errors by CRIL with RSSI covariance
update and CRIL without RSSI covariance update when the covariance of RSSI
values changes.

KF [20] systems cannot give good localization results because
of the sudden changing of the path loss exponent.

D. Results Under Dynamic RSSI Environments

In the previous experiments, the RSSI values is following
a fixed Gaussian distribution, and there are no strong outliers
in the values. However, based on previous research [13], [27],
these are not true in practical environments. In what follows,
we discuss and investigate three situations: first, the covariance
of RSSI values changes; second, outliers are randomly added
into the RSSI values; third, both of the covariance changes and
outliers are added into the RSSI values. We show that our CRIL
with robust scheme can achieve accurate localization in these
situations.

1) Covariance of RSSI Values Changes: In this simulation,
the σ of the RSSI values changes from 2 to 4 dBm. In Fig. 12, the
estimation errors in the case of CRIL without RSSI covariance
update is much bigger than the results in the previous simula-
tions. In contrast, the estimation errors in the case of CRIL with
RSSI covariance can give small errors, although they are a little
bigger than the results in the fixed RSSI covariance case.

2) Outliers Randomly are Added Into the RSSI Values: In
this simulation, the outliers of 15 dBm are randomly added
into the RSSI values with the probability of 0.2. In Fig. 13,
these outliers lead to big localization errors in the case of CRIL
without an outlier reduction. However, the localization errors in
the case of CRIL with outlier reduction demonstrate its effect,
which give us much better performance.

3) Both of the Covariance Variance and Outliers are Added:
In this simulation, both the covariance changes and outliers like
those in 1) and 2) are added into the RSSI measurement val-
ues. In Fig. 14, the localization errors in the case of CRIL with
both the RSSI covariance update and outlier reduction are much
smaller than those in the case of CRIL without both RSSI covari-

Fig. 13. Comparison of localization errors by CRIL with outlier reduction
and CRIL without outlier reduction when the outliers are randomly added into
the RSSI values.

Fig. 14. Comparison of estimated position errors by CRIL with the RSSI
covariance update and outlier reduction and CRIL without the RSSI covariance
update or outlier reduction when both the covariance changes and outliers are
present.

ance update or outlier reduction. This figure demonstrates that
the proposed CRIL scheme can well deal with the uncertainty
in RSSI values.

VI. EXPERIMENT RESULTS

We conduct experiments on a mobile device (iPhone 5S) to
evaluate the performance of our proposed CRIL, which has a tri-
gyro and a tri-accelerometer. The IMU data is obtained through
the App “Sensor Monitor”, and the sampling rate is 120 Hz.
The four Wi-Fi anchors are Linksys WRT54GL routers with
OpenWrt system. The experiments are done in our lab of 15 m
by 10 m. The Wi-Fi anchors are located at the four corners of
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Fig. 15. Comparison of the estimated path loss exponent η by CRIL when
the real path loss exponent η is suddenly changed. (a) Path loss exponent h. (b)
Extimated path loss exponent h error.

the room and they all cover the whole room. A basic fingerprint
system based on k-closest neighbors method [9] is implemented
as a comparison of our proposed CRIL system.

In the first experiment, we test our CRIL system with the path
loss exponent η jumping from 1.2 to 2.1 at t = 7 s. We make it
happen by creating many blocks in the room [27]. From Fig. 15,
we can find that the estimation error of the path loss exponent η
is very small like those in the simulations, and most of the errors
are less than 0.25. We can easily see that the estimated path loss
exponent η can track the changed real path loss exponent η very
fast. The error of η caused by the noise and measurement error
will not influence the performance of the proposed system too
much.

Besides, Fig. 16 shows that the localization performance of
the proposed CRIL system is very good and not affected by the
sudden change of the real path loss exponent η. In particular,
because of the successful detection of the sudden change in
the real path loss exponent η, the proposed CRIL system can
still output estimated positions with a high accuracy. There is
not much difference in the estimated error with and without the
jump of η, which mostly remains below 3 m. This shows that the
performance of the proposed CRIL system is good and stable.

In the second experiment, we implement the fingerprint sys-
tem when the value of the path loss exponent η is 1.2. The same
as above, one test is carried out when the environment does not
change, and the other is performed when we change the path
loss exponent η from 1.2 to 2.1. Besides, each point’s RSSI fin-
gerprint is an average of five measurements. We notice in Fig. 17
that in static environment, the average error is 2.4 m, and in the
changed environment, the average error is 5.1 m. Obviously,
although in the static environment the fingerprint system has a
comparable performance with our CRIL system, in the dynamic
environment, our CRIL system can maintain good performance
and outperform the fingerprint system.

Fig. 16. Comparison of the estimated positions by CRIL in the static environ-
ment and in the dynamic environment, with the real trajectory when the real path
loss exponent η is suddenly changed. (a) Estimated positions and real trajectory.
b) Localization error.

Fig. 17. Comparison of the localization errors by the fingerprint system in the
static environment and in the dynamic environment.

VII. CONCLUSION

Involved in many emerging applications, indoor localization
systems have attracted intense research interests recently. This
paper has proposed an efficient, adaptive, and robust indoor lo-
calization system: CRIL. Generally, the calibration of the chan-
nel model in the previous methods is complex, not real time, and
time consuming. The proposed CRIL system utilizes the fused
results from both the RSSI and INS systems through a newly
designed Kalman filter to estimate the object’s location while
calibrating the channel model in real time. Extensive simulation
and experiment studies demonstrate that the proposed system
can accurately localize mobile objects. Compared with the pre-
vious methods which may not converge and whose localization
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errors are several meters or even tens of meters, simulations
show that CRIL has much better performance in dynamic envi-
ronments with localization errors up to 1 m. In particular, CRIL
is able to detect the changes in the environment and adapt to
dynamic environments quickly and effectively. Moreover, with
the outlier reduction and RSSI covariance update, CRIL can still
give a good performance when there are more uncertainties in
the RSSI values. Finally, through experiments, we prove that
our CRIL system works well in practice.
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