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Earthquake Prediction based on
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Abstract—Earthquake prediction is a very important problem in seismology, the success of which can potentially save many human
lives. Various kinds of technologies have been proposed to address this problem, such as mathematical analysis, machine learning
algorithms like decision trees and support vector machines, and precursors signal study. Unfortunately, they usually do not have very
good results due to the seemingly dynamic and unpredictable nature of earthquakes. In contrast, we notice that earthquakes are
spatially and temporally correlated because of the crust movement. Therefore, earthquake prediction for a particular location should
not be conducted only based on the history data in that location, but according to the history data in a larger area. In this paper, we
employ a deep learning technique called long short-term memory (LSTM) networks to learn the spatio-temporal relationship among
earthquakes in different locations and make predictions by taking advantage of that relationship. Simulation results show that the LSTM
network with two-dimensional input developed in this paper is able to discover and exploit the spatio-temporal correlations among

earthquakes to make better predictions than before.

Index Terms—Earthquake Prediction, Spatio-Temporal Data mining, LSTM.

1 INTRODUCTION

Earthquakes are one of the most destructive natural disasters.
They usually occur without warning and do not allow much
time for people to react. Therefore, earthquakes can cause serious
injuries and loss of life and destroy tremendous buildings and
infrastructure, leading to great economy loss. The prediction of
earthquakes is obviously critical to the safety of our society, but it
has been proven to be a very challenging issue in seismology [23]].

Existing works on earthquake prediction can be mainly classi-
fied into four categories according to the employed methodologies,
i.e., 1) mathematical analysis, 2) precursor signal investigation, 3)
machine learning algorithms like decision trees and support vector
machines (SVM), and 4) deep learning. The first type of work tries
to formulate the earthquake prediction problem by using different
mathematical tools [4]], like the FDL (Fibonacci, Dual and Lucas)
method, kinds of probability distribution or other mathematics
proving and spatial connection theory [12]. In the second type
of work, researchers study earthquake precursor signals to help
with earthquake prediction. For example, electromagnetic signals
[I8], aerosol optical depth (AOD) [1]], lithosphere-atmosphere-
ionosphere [13] and cloud image [3], [25] have been explored.
Even animals’ abnormal behavior has been taken into account in
this kind of study [9]]. The third type of work mainly explores data
mining and time series analysis methods, such as J48, adaboost,
multi-objective info-fuzzy network (M-IFN), k-nearest neighbors
(kNN), SVM, and artificial neural networks (ANNs) [14], [3l],
to predict the magnitude of the largest earthquake in the next
year based on the previously recorded seismic events in the same
region. In the fourth type of work, deep learning algorithms are
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utilized to predict both the magnitude and the time of major seis-
mic events. Various kinds of neural networks have been adopted,
such as multi-layer perceptron (MLP) [16], backward propagation
(BP) neural network [[15], feed forward neural network (FFNN)
[21]], recurrent neural network (RNN) [[19]], which can work under
certain particular circumstances.

Although there have been a lot of works on earthquake
prediction, very few of them can predict future seismic events
accurately. The reason is that the occurrence of earthquakes
involves processes of very high complexity and depends on a large
number of factors that are difficult to analyze. There are obviously
complex nonlinear correlations among earthquake occurrences,
because of which traditional mathematical, statistical, and machine
learning methods cannot analyze well in this process. Recently,
deep learning methods like RNNs are shown to be able to capture
the nonlinear correlations among data [27], [28]. Particularly,
they are mostly used to analyze time-series data so as to make
predictions. As a result, when previous works use deep learning to
make predictions, they predict earthquakes in a particular location
only based on the history time-series data in that location, and
hence still cannot get good results. In contrast, we contend that the
spatio-temporal correlations among history earthquake data have
to be investigated in order to make more accurate predictions.

To this end, in this paper we investigate earthquake prediction
from a spatio-temporal perspective. Specifically, we devise an
earthquake prediction scheme by adjusting a long short-term
memory (LSTM) network, which is an advanced RNN and has
strong nonlinear learning capability even on the data containing
long-term interval correlations that the RNN is not able to achieve.
We consider as a whole the earthquakes in an area of interest
(e.g., a country) to be an input element to the LSTM network,
which is different from common deep learning approaches that
only consider the data in one particular location as an input.
Therefore, by having a time-series of such input elements, we can
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construct an LSTM network with two-dimensional input that can
learn the correlations among earthquakes in different locations and
at different time, and exploit it to make predictions. After building
LSTM network, we find that it is difficult to well train the network
due to its high complexity and the lack of training data. Then, we
decompose the original LSTM into several smaller ones to reduce
the complexity and the need for larger training data sets.

Our main contributions in this paper can be summarized as
follows.

e We investigate the earthquake prediction problem from a
spatio-temporal perspective.

e We construct an LSTM network with two-dimensional
input, which can discover the spatio-temporal correlations
among history earthquake data, and exploit it to make
predictions on earthquakes in a large area of interest.

e We decompose the original large LSTM network into
several smaller ones, which can lower the complexity and
facilitate the network training.

e Simulation results show that the proposed LSTM approach
can obtain good performances.

The rest of this paper is organized as follows. Section 2 in-
troduces the most related work on earthquake prediction methods.
Section 3 describes the proposed system model for earthquake
prediction. Section 4 details the proposed LSTM based scheme,
which is followed by simulation results and discussions in section
5. Finally, we conclude the paper in section 6.

2 RELATED WORK

In this section, we introduce in detail the related works on
earthquake prediction, which are classified into four categories
as we mentioned above.

First, some works employ mathematical or statistical tools to
make earthquake prediction. Kannan [12]] predicts earthquake epi-
centers according to spatial connections theory, i.e., earthquakes
occurring within a fault zone are related to one another. Particu-
larly, predictions are made by taking advantages of Poisson range
identifier function (PRI), Poisson distribution, etc. Boucouvalas
et al. [4]] improve the Fibonacci, Dual and Lucas (FDL) method
and propose an scheme to predict earthquakes by using a trigger
planetary aspect date prior to a strong earthquake as a seed for
the unfolding of FDL time spiral. However, these works are only
tested with very limited amount of data and do not provide good
results (the success rate is low).

Second, some works predict earthquakes base on precursor sig-
nals studies. Hayakawa [8] and Jiang [[11] take the electromagnetic
signals as the precursor of significant earthquakes. Thomas et al.
[25] and Fan et al. [3]] have studied satellite images of clouds be-
fore earthquakes. Akhoondzadeh and Chehrebargh [1] claim that
unusual aerosol optical depth (AOD) variations before earthquakes
could be introduced as an earthquake precursor. Meanwhile, Ko-
repanov [[13] propose a earthquake precursor based on lithosphere-
atmosphere-ionosphere coupling and relations. Florido et al. [6]
discover precursory patterns for large earthquakes. Also, the new
attributes, based on the well-known b- value, are also generated.
In addition, Hayakawa et al. [9]] study the abnormal behavior of
animals about 10 days before earthquakes in order to make earth-
quake prediction. Unfortunately, it is difficult to draw conclusions
on theses precursor signals due to very limited data. Besides,
these precursor signals alone usually cannot lead to satisfactory
prediction results.
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Third, machine learning has been employed as an important
method to make earthquake prediction. Last et al. [14]] compare
several data mining and time series analysis methods, which
include J48, AdaBoost, information network (IN), multi-objective
info-fuzzy network (M-IFN), k-nearest neighbors (k-NN) and
SVM, for predicting the magnitude of the largest coming seismic
event based on previously recorded seismic events in the same
region. Besides, the prediction features based on the Gutenberg-
Richter Ratio as well as some new seismic indicators are proved
to be much more useful than those traditionally used in the earth-
quake prediction literature, i.e., the average number of earthquakes
in each region. Asencio-Cort et al. 2] study the sensitivity of the
existing seismicity indicators reported in the literature by changing
the input attributes and their parameterization. We notice that
most machine learning methods make earthquake prediction based
on seismicity indicators, where only time-domain but not space
domain correlations are studied. Moreover, traditional machine
learning methods expose their limitations on mining data with
complex nonlinear correlations.

Fourth, recently deep learning methods have been applied
to earthquake prediction. Narayanakumar and Raja [18] evaluate
the performance of BP neural network techniques in predicting
earthquakes. They gather data with event time, latitude, longitude,
depth and magnitude to convert them into input for the neural
network. The results show that the BP neural network method can
provide better prediction accuracy for earthquakes of magnitudes
3 to 5 than previous works, but still cannot have good results for
earthquakes of magnitude 5 to 8 due to the lack of sufficient data.
Moustra et al. [17] first make earthquake predictions by using
time series magnitude data, they then use seismic electric signals
(SES) to further improve their results. Li and Liu [15] develop
particle swarm optimization (PSO) algorithm to optimize the
parameter of a BP neural network. Particularly, they improve the
PSO algorithm by adding nonlinear decreasing inertia weight to
enhance searching prediction. Saba et al. [21] predict earthquakes
combining the Bat algorithm and a feed-forward neural network
(FFNN). Mahmoudi et al. [16] use an MLP network to predict the
magnitudes of earthquakes. With online training, which is superior
to batch training for large data sets, as their training method, MLP
has good prediction performance. We notice that most of these
neural network methods use various kinds of features as input to
predict the time and/or magnitudes of earthquakes, but few of them
consider the spatial relations among earthquakes. Moreover, the
spatio-temporal correlations among earthquakes are not studied.

3 SYSTEM MODEL

In this study, we propose to make prediction on earthquakes by
taking advantages of the spatio-temporal correlations among them.
The intuition is that 1) earth is connected, and hence the seismic
activities in one location will naturally lead to seismic activities in
other locations, and 2) the seismic activities tend to have certain
patterns in the time domain.

In particular, we divide an area of interest into several sub-
regions to facilitate spatio-temporal earthquake data mining. Our
objective is to predict earthquakes in each sub-region. We denote
the system status at time ¢ by a “multi-hot” vector x;, each
element of which is equal to 1 or O, representing there are either
earthquakes in the corresponding sub-region in time slot ¢ (being
hot) or not. Define M as the total number of sub-regions. Then,
X; is a vector of dimension M X 1 as shown in Fig. [l where the
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System Statuses

Sub-Regions

Time Slot

Fig. 1. System statuses represented by M x 1 vectors.

elements equal to 1 are called “hot” elements. Therefore, our goal
is to predict the next system status x;41 based on previous system
statuses, i.e., X, X¢_1, . - ., etc.

We notice that how to divide the area of interest is an important
issue here. Without loss of generality, in this study we choose to
divide the area evenly into rectangular sub-regions. Particularly,
we consider the area of interest to be a rectangular area with the
four vectors denoted by Vi, Vsw, Ve, Ve, respectively. The
latitude and longitude of a point are represented by La(-) and
Lo(-) respectively. Thus, we denote the whole area into M, which
is equal to mj X m,, sub-regions. The vertical and horizontal
edges of each sub-region are as follows:

SRve = |La(vnw) - La(‘/sw”/mv (1)

SRhe = |Lo(Vpw) — Lo(Viye)]/mn )

where, SR, . means the length of vertical edge for each sub-region
and S Ry means the length of the horizontal edge.

Thus, when we build the system model and represent the real
earthquake data by the multi-hot vectors, we first define the length
of a time slot, i.e., a week, a month, etc., and then check which
sub-region each earthquake in this time slot happens in. This can
easily be done by finding the index k of the sub-region (numbered
from top to down and from left to right): for an earthquake at
location e, the sub-region index k is

kE=myi+j+1 3)

where ¢ is the coordinate on the horizontal axis and j is the
coordinate on the vertical axis for each earthquake. Thus, ¢ and
7 can be calculated by
i L|L0(e) — Lo(Vpw)|
S Rhe

1, 4)

|La(e) — La(Viw)|
SRve

We describe our system modeling process in detail in Algo-
rithm 1.

i=1 ] (5)

4 EARTHQUAKE PREDICTION USING AN LSTM
NETWORK WITH TwWO-DIMENSIONAL INPUT

In this section, we describe in detail our proposed earthquake pre-
diction algorithm using an LSTM network with two-dimensional

input. The main idea of our algorithm is to develop an LSTM
network with two-dimensional input to predict the next system

3

Algorithm 1 System Modeling from the Spatio-Temporal Per-
spective

Input: The gathered raw information of earthquake events
E = {ej,eq,...}. For each event e, time(t), latitude(La),
longitude(L o), magnitude(M a) information is given.

1: Initialization. Select the study area of rectangle shape with
four vertices expressed as Vi, Vsw, Vies Vse-

2: Spacial Segmentation:

3: Divide the area into sub-regions. The shape of sub-region gen-

erated with SR, = |La(Vyw) — La(Vsyw)|/mp, SRpe =

|LO(‘/;LU}) - Lo(uw)]/mlw

: Allocate each event to belonged sub-region.

: for e in F do

j = L‘LG(G)—L&(VML)‘ J

SRye

j= LILO(e)*LhZ(Vm)\J
The sub-region with index of k = ¢+ 3j 4+ 1 < the given

event €

9: end for

10: Temporal Segmentation:

11: Generate events frequency of each sub-region in each time
interval At and generate the mult-hot input vector. For each
sub-region, apply function below.

12: for each time interval At do

® R >R

13: if e exists then

14: Frequency in current time interval <— The number of
the existing e.

15: else

16: Frequency in current time interval <— 0

17: end if

18: end for

19: for each time interval At do

20: for each sub-region do

21: if CurrentFrequency ! = O then

22: CurrentFrequency < 1

23: else

24: CurrentFrequency < 0

25: end if

26: end for

27: end for

Output: Multi-Hot feature vector. Each Multi-Hot vector points
out the sub-regions with earthquake occurred in the current
time interval.

status based on a number of most recent system statuses. This
is achieved by learning the correlations among earthquakes in
different locations at different times. In the following, we will first
introduce the fundamentals of the LSTM architecture and then
explain how we devise an LSTM with two-dimensional input to
develop our earthquake prediction algorithm.

4.1 The Basic LSTM Architecture

Long short-term memory (LSTM) is a redesigned architecture
based on the traditional RNN. It was proposed by Sepp Hochreiter
and Jrgen Schmidhuber in 1997 [[10]. Notice that in theory RNN
can well handle data with time dependency between each other,
but in practice it struggles with the long-term temporal dependency
problem. By having memory cells that record their states in a
traditional RNN, an LSTM is able to learn relations among data
during a long time interval.
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Fig. 2. The typical RNN architecture with K hidden layers. h) represents
the state of the kth hidden layer in time slot ¢. Solid lines mean the
connections by weight.

4.1.1 The Typical RNN Architecture

Fig. ] shows the architecture of a general RNN with n hidden
layers. Compared with a normal ANN, an RNN tries to take
advantage of information in the past time. Particularly, in an
RNN, the output not only depends on the current input, but also
depends on previous inputs. Denote the input vector at time ¢
by x;. Then, the RNN network updates the hidden layer states
hf, ... ,hf( and computes the output y; based on the input x;
and the hidden layer statuses at the past time instance. hf denotes
the kth hidden layer’s state at time ¢, which is essentially a vector
with the number of the elements representing the number of nodes
at the kth hidden layer. As shown in Fig. [2} we can see that the
past input information would be propagated horizontally in each
layer through weight matrices and nonlinear functions, and hence
can be used for prediction.

Specifically, an RNN works as follows. We usually set the
initial input at time ¢ = 0 to 0. Therefore, at time ¢, the hidden
layer states are updated according to the follow equations:

! —
hy

F(Wipixe + Wh}flh%htl—l +b;)
]'—(thflhfhf_l + th_lhfhf—1 +b})

where 2 < k < K. Here, F is a nonlinear hidden layer function
that, for example, can be set as a sigmoid function. W1 denotes
the weight matrix connecting the input to the first hidden layer at
time £, Wy« denotes the recurrent connection matrix between
the kth hidden layers at time t—1 and at time ¢, W ARk denotes
the weight matrix connecting the (k — 1)th and kth hidden layer at
time ¢ and b denotes the bias vector. In particular, suppose that we
have x; € RM*1 and the number of nodes at the kth hidden layer
is N*. Then, we can know that the dimensions of the matrices
W“L%’th,lhf’ th—lh;tc are Nt x M, N x Nk,Nk x Nk-1
respectively, and the dimension of vector b¥ is N* x 1. Note that
these parameters will be optimized during the training process.

Besides, the output at time ¢ denote by y; can be calculated
as:

Yy = thohf + dt

4
X
bo 1t hig
bg || ]
Xy — |
hiq
Ct
o .
b; 7
i (X
ft

1T
Xt (i by

Fig. 3. The typical LSTM Single Memory Cell.

Here, y, € RMX1 tho € RMXN™ ig the weight matrix
between the K th hidden layer and the output, and d; € RM>1 is
the bias vector for y, respectively. Similar to the other parameters
mentioned above, these parameters will be optimized during the
training process.

4.1.2 The Typical LSTM Architecture

As mentioned before, RNNs are incapable of handling long-term
time dependency in practice, LSTMs are explicitly designed to
avoid the long-term dependency problem. In particular, LSTMs
have the same chain like structure, but they use a different way to
inplement function JF in order to store information. It is to build
a memory cell instead, which could be considered as a black box
that, for example, at the first layer, takes the previous state h; 1
and current system input X; as inputs and compute internally to
decide what to keep in memory and output the hidden state hy.
Fig. |3| shows the typical architecture of a single LSTM memory
cell [7]. We can see that the cell state runs straight down the entire
path with only some linear interactions, which makes it very easy
for information to be propagated in time.

To describe the memory cell in an LSTM in more detail, we
have the following equations:

ii = o(Waxs +Wihi 1 + Wi, 1 +by)

f, = o(Wyexe +Wephyo1 + Wyeei—q + by)
¢ = froci 1 +i09p(Wexs + Wephy 1 +be)
o = 0(WoeXi +Worhi 1 +Woee; +b,)

h, = o;00¢(cy)

Here, i, f, o and ¢ denotes the input gate, forget gate, output
gate, and cell state, respectively. These gates are all of the same
dimension as the hidden vector h (N* x 1 in the kth cell). o is
a sigmoid function, and ¢ is a nonlinear function which maps the
input to [—1, 1].W,., W, and W, are the peephole connection
matrices, which connect cell state to input gate, forget gate, and
output gate, respectively. Similarly, W, Wy, W, and W,
are the weight matrices connecting between input vector x; and
input gate, forget gate, output gate and cell state, respectively.
Besides, since the gates and the input vector x; have the dimension
of N x 1 and M X 1 respectively, we can have that the dimensions
of matrices Wi, Wi, Wi, Wee, We,, We,, W are all
the same, which is N X N, and the dimensions of matrices
Wi, Wi, Wer, W, are N X M.
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Fig. 4. The flow diagram of our system

4.2 The Proposed
Dimensional Input

LSTM Network with Two-

4.2.1 System Architecture

We notice that when previous works employ neural networks to
predict earthquakes, they mainly consider the particular location
and make predictions based on the historical earthquake data
at this location, i.e., the input x; has only one dimension and
is only about one location. In so doing, they essentially make
predictions based on the temporal correlations among historical
data. In contrast, we consider that x; is a vector representing
earthquake data at time ¢ at several locations, i.e., the M sub-
regions as mentioned in our system model. The input to our LSTM
network is a series, say L, of X;’s, i.e., a matrix of dimension
M x L. Therefore, we can make predictions for earthquakes in a
large area not only based on temporal data dependencies, but also
based on spatial data correlations.

The main idea of our system is shown by the flow chart
in Fig. @] Specifically, the input matrix first goes through the
LSTM layer. Then, dropout process is applied to the output
of the LSTM network, the result of which goes to the dense
layer, i.e. a fully connected neural network. Finally, we apply an
activation function, which is set to softmax function, and obtain
the prediction result X¢4 1.

The architecture of our system is presented in Fig. [5] Notice
that as we mentioned above, in our system X; is a matrix of
dimension M x L. As in Fig. @ in the training process, the target
of prediction based on input matrix X; at time ¢ is X;11, and
in the prediction phase, x;11 is what needs to be predicted at
time ¢. In our architecture, htL is an output of the LSTM layer
at time ¢, which is constructed by memory cells depicted in Fig.
[l In particular, the details of our LSTM layer are shown in Fig.
where there are L. memory cells, one for each time slot. The
output of the jth memory cell at time ¢, i.e., h;_; and c;, is part
of the input of the next, i.e., the ( j — 1)th, memory cell. Besides,
the output of the LSTM layer goes to a dense layer whose output
is denoted by htD. In the following, we describe in detail what
happens after the LSTM layer.

Fig. 5. Our system architecture. Dense means a fully connected neural
network.

Xt-L+1 Xt-L+2 Xt Xty X2
0 1 0 1 0
1 0 0 0 1
0 0 1 0 1
........ Sub-
Regions 1 1 0 1 0
0 0 1 0 0
0 1 0 1 0
< Input Matrix X;____s|Target

t
A,
>
Xt-L+1 Xt-L+2 Xt Xg41 Xg2
0 1 0 1 0
1 0 0 0 1
0 0 1 0 1
........ Sub-[ 17 | vveeee [0 11 [0 | corveees
Regions
0 0 1 0 0
0 1 0 1 0
le——Input Matrix Xi.1—fTarget

Fig. 6. The input matrix in our system.

4.2.2 Dropout

To prevent our system from being overfitted, we apply a method
called dropout to the output of the LSTM layer. System overfitting
can lead to very high performance in training but very low
in testing. This is because when overfitting occurs, the system
focuses too much on historical data, which makes it too rigid to
give satisfactory result on new input. Many works have proved that
adding dropout in the system can efficiently prevent a neural net-
work from being overfitted [24]. In particular, by having dropout
in the system, a certain number of randomly selected nodes are
temporarily turned off in each training, along with all its conjoint
connections. Therefore, in our case, we apply dropout between
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Fig. 7. The zoomed-in LSTM layer architecture with input X; and input
Xt+1, respectively. There are L memory cells in the LSTM layer due
to the fact that we need to look back L system statuses to make
predictions.

Fig. 8. Dropout Structure. The left side shows a normal system without
dropout, while the right side is the system with dropout applied.

the LSTM layer and the dense network, which is shown in Fig.
[8 Since some of the nodes in the output of the LSTM layer have
been turned off, the system becomes insensitive to some extent,
and hence can avoid from being “too smart”, i.e., overfitted.

4.2.3 Dense Network

After the LSTM layer, we have the output of LSTM goes to
a dense network, which is essentially a fully connected neural
network. In this fully connected neural network, at each layer,
each neuron gets connected to all the neurons at the previous
layer. By going through the dense network, the output of LSTM is
multiplied by a matrix and added a bias to. The reason for having
a dense network here is that the output of the LSTM contains the
feature information we need to make prediction, but it is still not
exactly what we need. The dense network is so trying to learn
the function between feature data and the prediction result. In our
system, we set up two layers in the dense network. The processing
in the fully connected network can represented below:

hP = WpWph! +b

where Wp and hf are the weight matrix between the output of
the LSTM layer and the dense network, and the the output of the
LSTM network, respectively, after the dropout, Wp denotes the
weight matrix in the dense network, h? is the output of the dense
network, and b is the bias.

4.2.4 Activation Function

To obtain the final output of the system, we choose softmax as the
activation function and apply it to the output of the dense network.
Particularly, the activation function maps the output vector into
a vector of elements between 0 and 1, each of which represents

6

earthquake probability in a sub-region and the sum of which equals
to 1. The softmax function can be calculated as:

Zz™

(&
m
Yt ZT,formzl,...,M

ZZZI e”

Here, we use z to represent the output of the dense network hP
for simplicity. z™ and y;" represent the mth element in vector
z, and that in the output yy, respectively. Note that the result is
a vector of probabilities between 0 and 1 but not binary results
that we need for crime prediction yet. To map the probabilities
into Os or 1s, we obtain an optimal probability threshold in the
training process that minimizes the sum of the absolute value of
the differences between the predicted label values and the real
label values, which are either Os or 1s.

Moreover, to have the system learn to hit the target value
in the training process, we need to define a loss function. Since
our problem is essentially a classification into variant labels, we
employ cross-entropy as the loss function, which is commonly
used and tested to be appropriate [22]. Particularly, cross-entropy
can be calculated as:

M
g(xt-‘rla Yt) = - Z Xi:-‘,—l IOg Y:ﬂ
=1

where xi 41 and y! denote the ith element in X¢yq and in yy,
respectively.

To train our system, our goal is to minimize the loss function.
We use the gradient descent method due to its efficiency. In
particular, we utilize RMSprop to minimize the loss function,
which has been experimentally proved to be an effective algorithm
for RNNs [26].

Algorithm 2 The training Process of the Proposed LSTM
Input: Xl,Xz, ey Xt
1: Enter the LSTM Layer,
ht =0t © ¢(Ct).
2: Apply Dropout.
3: Go through the dense network. Calculate hP =
WpWph! +b.
4: Apply softmax as the activation function.
5: Calculate cross-entropy function as the loss function.
6: Employ the gradient descent method to minimize the loss
function, and hence optimize the system parameters.

and calculate function

We summarize the training process of our proposed LSTM
network in Algorithm 2.

4.2.5 Improving System Performance by Decomposition

So far we have introduced how our proposed LSTM works. How-
ever there are two more problems: first, by considering a large area
consisting of many sub- regions, we may have a very large system
with many variables, which require a large amount of training
data to fully train the system, and second, by considering the sub-
regions all together, are make earthquake predictions by taking
advantages of the spatio-temporal correlations among earthquake
data in these sub-regions, while in fact same sub-regions may not
be very closely related in practice and hence will hinder the correct
prediction. The first problem makes the system computationally
very expensive, and he second problem leads to less accurate
predictions. In the following, we propose to improve the system
efficiency and accuracy by decomposition.
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Specifically, we divide all the sub-regions into groups, which
collectively and exclusively cover the whole area of interest. We
train the groups separately and make earthquake predictions for
the sub-regions in the groups respectively. It is obvious that how
to form the groups is a very important problem. We choose to put
the sub-regions within the same fault zone into the same group.
In so doing, the disturbance from not-so-related sub-regions can
be mitigated, the amount of training data and the computational
complexity can be significantly reduced.

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
system through two case studies. In the first case, we study
the system performance when we use one-dimensional input as
before in our system; in the second case, we explore the system
performance when two-dimensional input is used as we propose
in this study.

5.1 Case Study I: The Proposed LSTM Network with
One-dimensional Input

As mentioned before, in this case, we make earthquake predictions
by using the proposed LSTM network with only one-dimensional
input, i.e., by exploiting the temporal correlations only.

5.1.1 Data preprocessing

The data that we use is gathered from the USGS (US Geological
Survey) website. In particular, we use Conterminous U.S earth-
quake data from 2006 to 2016 with magnitudes greater than 2.5 in
our simulations. We set one time slot to one month. In each time
slot, the input is the number of earthquakes that happened in this
time slot in a certain sub-region. We have 120 data items when
one time slot is one month. As usual, we divide the data into two
parts: training data and testing data. Particularly, the first 2/3 of
data would be used for training and the rest would be used for
testing.

5.1.2 LSTM Network Settings

In this case, we build our LSTM network with one-dimensional
input only in the time domain. The output of the LSTM layer
has 4 neurons. The activation function is set by default to the
sigmoid function and makes a single value prediction. The “look
back window” of the system is set to 1 and 10, which is the number
of most recent data that we consider as input to predict the next
time slot variables.

5.1.3 Simulation Results and Discussions

Fig. 0] and Fig. [T0] show the prediction results for the total number
of earthquakes when the look back window is equal to 1 and 10,
respectively. The blue line shows the real earthquake frequency
distribution, while the green line and red line denote the training
results and testing results respectively. Here, we adopt the mean
squared deviation (MSD) as our loss function. We get MSDs of
40.37 and 42.50 for look back windows of 1 and 10, respectively,
which represent highly inaccurate predictions.

Besides, we also employ our proposed LSTM network with
one-dimensional input to predict whether there are earthquakes or
not. The selected area of interest is in mainland China, particularly,
between 75 E and 119 E longitudes and 23 N and 45 N latitudes,
as shown in Fig. We equally divide this area into nine smaller

Fig. 9. Prediction results when the look back window is 1. The horizontal
axis represents time slots and the vertical axis represents the number
of earthquakes that have happened in the corresponding time slot.

Fig. 10. Prediction results when the look back window is 10. The hor-
izontal axis represents time slots and the vertical axis represents the
number of earthquakes that have happened in the corresponding time
slot.

sub-regions, and aim to predict whether there are earthquakes
with magnitudes greater than 4.5 in each of the sub-regions with
the data collected from 1966 to 2016. Besides, in our LSTM
network, the LSTM layer has an output of 128 neurons, the dense
network has 256 and 64 neurons in the first layer and second layer,
respectively, and the output layer has 9 neurons. The activation
function is set to the softmax function. Our results show that the
overall prediction accuracy is 63.50%, with true positive accuracy
of 46.83% and true negative accuracy of 79.6%.

5.2 Case Study lI: The Proposed LSTM Network with
Two-dimensional Input

In this case, by changing the input to two-dimensions, we take
advantage of spatio-temporal correlations to make earthquake
predictions.

5.2.1 Data Preprocessing

The same as that in the previous case, we gather data from
USGS website, and use earthquake data in mainland China for
our simulations. As shown in Fig. [IT} our area of interest is still
between 75 E and 119 E longitudes and 23 N and 45 N latitudes,
which is equally divided into nine smaller sub-regions. We are
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Fig. 11. Earthquakes with magnitudes greater than 4.5 from 1966 to
2016. The way we divide the area into 9 sub-regions is shown in the
figure, where sub-regions have been numbered from 1 to 9.

Fig. 12. Raw data of earthquakes with magnitudes greater than 4.5 from
1966 to 2016.

interested in the earthquakes in this area with magnitudes greater
than 4.5 from 1966 to 2016. Some raw data is shown in Fig.
We define a time slot to be one month. Thus, we have 600 data
items, as shown in Fig. Here, the number in each data item
means the frequency of earthquake events belong to the certain
sub-region.

As explained in our system model, we represent the original
input by a multi-hot vector, in which an element is set to 1 if
the corresponding sub-region has earthquakes happened and 0
otherwise. Besides, we choose the look back window to be 12.
Therefore, our input matrix is of 12 x 9. Moreover, 70% of our
data is used for model training, and the remaining 30% is used

BB NENR QMR AARARLN CwWODOOOOOROON
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Fig. 13. Data of earthquake frequencies in all the 9 sub-regions.

Fig. 14. An input matrix with multi-hot vectors.

for the testing. Fig.[T4]has shown some of our generated multi-hot
vectors.

5.2.2 LSTM Network Settings

We use the same settings as those used for obtaining the second set
of simulation results in Section[5.1.3] i.e., predicting whether there
are earthquakes or not in mainland China with one-dimensional
input. Specifically, with two-dimensional input, our LSTM neural
network has 128 neurons in the output of the LSTM layer, 256 and
64 neurons in the first layer and second layer of the dense network,
respectively, and 9 neurons in the output layer. As we mentioned
before, the softmax function is selected as our activation function.
In addition, we employ RMSprop as our optimizer with the
learning rate being 0.01.

5.2.3 Simulation Results and Discussions

By conducting simulation results with the proposed LSTM net-
work with two-dimensional input, we find that the prediction accu-
racy on the testing data is 74.81%, with the true positive accuracy
of 68.56% and true negative accuracy of 81.31% as shown in Fig.
[[3] We can easily see that the prediction performance so far is
obviously much better than that in Case I with one-dimension
input. Particularly, the true positive accuracy is much higher,
i.e., 68.56% compared with 46.83%. Consequently, we can know
that mining spatio-temporal data correlations does provide better
prediction results than only mining temporal data correlations.

Moreover, notice that the above results are obtained when the
area of interest is studied as a whole, and all the 9 sub-regions
are considered to be closely correlated. Next we employ our
decomposition method to further improve performance.

Specifically, the sub-regions 1, 2, 5, 6 cover Tibet, Sichuan,
Xinjiang, Gansu and Ningxia provinces, which are within the
same fault zone [20]. When we consider these four sub-regions
as a group, the prediction accuracy is 88.57%. This indicates that
our system can well learn spatio-temporal correlations among
the earthquakes in these four sub-regions and make accurate
predictions. Besides, the 3rd sub-region includes Nepal, which is
also a region with intense earthquake activities. However, because
of Himalayas mountains, Nepal is located in a different fault
zone from all the other sub-regions within Mainland China. So
it may have loose spatio-temporal correlations data for the other
sub-regions. This has been confirmed by the fact that the overall
prediction accuracy of group of 2, 3, 5 sub-regions is 52.46%, and
that of the group of 3, 5, 6 is 56.25%.
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Fig. 15. Results comparison between without and with decomposition,
with 3x3 sub-regions and one-month time slots.

After the analysis above, our final grouping plan is as follows.
Group 1 consists of the 1st, 2nd, Sth and 6th sub-regions with pre-
diction accuracy of 88.57%, group 2 includes the 4th, 7th, 8th and
9th sub-regions with prediction accuracy of 87.57%, and group 3
contains the 3rd sub-region with prediction accuracy of 61.60%.
Combining the results together, we have that our overall prediction
accuracy is 85.12% with true positive accuracy of 77.07% and
true negative accuracy of 93.49%, which is also shown in Fig.
From the figure, we can clearly see the performance improvement
in terms of prediction accuracy, true positive accuracy, and true
negative accuracy, by applying our decomposition method.

On the other hand, we compare a previous earthquake pre-
diction scheme with ours. Specifically, Moustra et al. [17] make
earthquake prediction by using a multi-layer perceptron (MLP),
which is a kind of traditional ANN. We run this method on our
two-dimensional input data and the prediction accuracy is 66.99%,
which is much lower than our result without decomposition, i.e.,
74.81%, and that with decomposition, i.e., 85.12%.

Furthermore, we evaluate the performance of our system with
input of different time slot sizes and different numbers of sub-
regions. Note that previous results are obtained when each time
slot is one month. Then, we conduct simulations by reducing
each time slot to two weeks. With the same system settings,
our system leads to prediction results shown in Fig. [T6] We can
find that without the decomposition method, the system gives
lower prediction accuracy than that when we set each time slot
to one month as shown in Fig. [T53] This is because the input
data becomes sparser when the time slot is reduced to two weeks
only, which makes it more difficult for the system to find the
correlations among earthquake occurrences. Nevertheless, when
applying the proposed decomposition method, we can still achieve
comparable results with those with one-month time slots in Fig.
Specifically, the overall accuracy becomes 86%, and the true
positive accuracy and the true negative accuracy increase from
60.83% to 69.28% and from 77.38% to 94.09%, respectively.
These results show that our proposed LSTM system with the
decomposition method can work well with different temporal
prediction granularities.

Besides, we also attempt to increase the number of sub-regions
to make the spatial prediction more accurate. Similarly, we equally
divide the whole area of interest into 5x5 sub-regions instead of
the previous 3 x3 sub-regions. To make fair comparisons, we still
set each time slot to one month. Without applying the proposed
decomposition method, the overall accuracy increases to 82.47%,
which is better than 74.81% that is obtained when the whole area

Fig. 16. Results comparison between without and with decomposition,
with 3x3 sub-regions and two-weeks time slots.

Fig. 17. Results comparison between without and with decomposition,
with 5x5 sub-regions and one-month time slots.

is divided into 33 sub-regions. The complete results are shown
in Fig. We can see that although the overall accuracy seems
good, the true positive accuracy has dropped from 68.56% to
47.68%, which is too low to correctly predict earthquakes. The
reason is that similar to reducing the time slot size, the data
becomes much sparser when the number of sub-regions increases
from 9 to 25. Particularly, in the case of 25 sub-regions, the input
vector becomes much longer, which makes mining the correlations
among earthquake occurrences much more difficult. To address
this issue, we apply our decomposition method. Here, the grouping
plan is still based on the fault zone distribution, which is similar
to what we use when there are 3x3 sub-regions. From Fig.
we can find that the overall accuracy increases from 82.47% to
87.59% with the decomposition method applied. More noticeably,
the true positive accuracy significantly increases from 47.68% to
86.48%, which is the best result we get so far, and in the meantime,
the true negative accuracy remains as high as 87.87%. Thus, with
higher spatial prediction granularity, our LSTM system with the
decomposition method can still effectively exploit the correlations
among earthquakes to make accurate earthquake predictions.

To sum up, the above results clearly demonstrate the robust-
ness and effectiveness of our new LSTM system. Last but not
the least, comparing with previous earthquake prediction methods,
which are mostly based on various seismic indicators, our system
has little overhead on obtaining the input data. Particularly, even
in areas where there are no seismic sensors and monitors, we are
still able to use our system for earthquakes prediction.
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CONCLUSIONS

In this paper, we have proposed a new earthquake prediction
system from the spatio-temporal perspective. Specifically, we have
designed an LSTM network with two-dimensional input, which

can

discover the spatio-temporal correlations among earthquake

occurrences and take advantage of the correlations to make accu-
rate earthquake predictions. The proposed decomposition method
for improving the effectiveness and efficiency of our LSTM
network has been shown to be able to significantly improve the
system performance. Simulation results also demonstrate that our
system can make accurate predictions with different temporal and
spatial prediction granularities.
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