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Understanding the overall lifetime performance of photovoltaic (PV) modules is essential to continue the cost reduction of solar energy, thereby increasing its contribution to the world’s electricity needs and sustainability goals. In order to reach the 2030 SunShot goal of $0.03/kWh, the power degradation rates (representing the annual reduction in power output by a PV module) must be lowered to the 0.2%/year goal, so as to increase the lifetime of PV modules installed in diverse climates zones. Predicting the PV module performance over their 20- to 30-year product warranty or lifetime is typically done using traditional reliability approaches such as pass/fail testing and materials qualification, yet this has proven insufficient. Current PV qualification tests have led to failures in real-world PV applications. Historical data from installed PV systems is the ideal source for understanding the magnitude and causes of module power loss and degradation, and for identifying how to extend the lifetime of PV modules to 50 years.

The largest set of historical data available is time series power data (typically one or five minute interval datastreams) from commercial and research PV power plants. Handling such extensive PV data sets, which can extend for 20 years, required new informatics and analytical approaches to derive scientific insights. A big data analytics approach, utilizing Hadoop and a non-relational database was developed to handle the large volume real-time data streams. Graduate and undergraduate students, across numerous academic departments, needed to learn data cleaning and assembly, statistical analysis, coding, data-driven modeling, and statistical and machine learning. This also requires the use of open and reproducible science methods, with shared code and data augmenting traditional journal publications.

In this paper, we describe some of the challenges and opportunities associated with acquiring the data, structuring the data, and performance analytics in meaningful ways while also respecting the privacy concerns of collaborators across the PV value chain. The approach we take, which we refer to as engineering epidemiology, draws upon medical research study designs and protocols for understanding PV modules, components, and materials under accelerated exposures and real-world, in-use, conditions. Domain knowledge of materials science, combined with network models of materials, components, and systems, allows the capture of multiple phenomena as a system of equations, for the understanding of which particular mechanisms are induced by multivariate stressors, and how those relate to meaningful overall performance metrics across dimensions and temporal scales.

We believe as data science and big data analytics grow in the solar field, the cost of PV electricity will continue to decrease by improving module lifetimes, performance, and decreasing the operational and maintenance burden on commercial PV plant owners. We also articulate some of the key emerging needs, such as greater use of image analysis of modules during manufacturing, large-scale image analysis of installed PV, greater use of current and voltage (I-V) curves, and improved solar forecasting.

Long-Term Data Acquisition

Initial Setup of Outdoor Example

Monitoring commercial field power data provides a big data opportunity to predict power output for PV fields, monitor PV module degradation or inverter failure, and understand the impact of weather on module performance and lifetime. Commercial PV fields have a large set of streaming power data collected at small time intervals (e.g., every 1, 5, or 15 min). This type of data is not difficult to generate, since module inverters (string or micro) report it automatically. However, handling and obtaining this data required developing novel methods for solar analytics.

We developed an outdoor test facility in Cleveland, OH, with 148 modules from 20 brands purchased on the open market. The time series data is ingested into a non-relational database based on Hadoop, Hbase, and Spark called CRADLE (Fig. 1). This type of database allows for data to be ingested as triples with row and column keys making an agile database that doesn’t require researchers to know a priori all data that is planned to be collected. This initial project led the way for us to identify the best practices of data handling, including a wholly separate metadata database, which allows for proprietary information (e.g., brand, manufacturer, cell type, specific location) to be kept separate from the power time series data. RedCAP was chosen in this case since it has high security requirements (HIPAA compliant) and prevents access to sensitive data based on user rights. A seven-digit alphanumeric code, based on salting the variable value and then hashing with scrypt, is used to de-identify and anonymize the proprietary identifiers associated with each PV power plant data source. Then multiple sources of data can be merged and analyzed together, increasing the statistical power of an analysis. All analytical results can be written back to CRADLE, enriching the dataset, and providing new results as inputs for further analysis. Code is developed using agile software development tools including Git code versioning, Jira issue tracking, and Slack team communications. This allows for everyone to share in the analytical code development, testing, packaging, and validation in a reproducible way.

Data Handling with Corporate Partners

By developing methodology on our own test site, we were then capable of safely ingesting and maintaining data from multiple competitive sources. However, to get information beyond just the power output, we also needed weather data from sensors on the ground and from satellite sources. Sensor data at sites have a high prevalence of sensor soiling, inaccurate data capture, and outages, so satellite data can fill in missing data. Data from corporate partners needs to contain metadata about a particular site or sample. All data generated should be provided without pre-cleaning by the corporate partners, for things such as missing data or failed inverters. The best format for data is plain text, as opposed to the less robust proprietary binary file formats. Data are typically captured from accessing an API or by web scraping (e.g., Selenium). Flaws in the data are important for the researcher to clean reproducibly across all sets of data. CRADLE now includes 3.4 GW of time series power and weather (continued on next page)
sensor data from 1486 PV sites (different c-Si cell technologies) and 7000 PV inverters over those 15 years. CRADLE is used for data from materials, components, and modules, not simply time series power data. The impact of performance loss rate determination strongly impacts the module manufacturers and how they develop their products.

Figure 2 shows the PV value chain where data comes from material, component, and module manufacturers to improve module reliability. This data can inform PV plant developers and owners on choices for commercial sites. Much of the module data is not open data since the manufacturer wants to protect intellectual property, but these data can be obtained from the developers and owners who have a vested interest in understanding failure and reliability. A third party incorporating data along the PV value chain will help move the entire industry forward and benefit society to increase the impact of PV renewable energy.

In the next section, we will discuss the importance of combining data from various sources to improve the reliability and performance of PV modules.

**Inferring Degradation Mechanisms for Improving Materials, Components, and Systems**

**Data-Driven Modeling**

Packaging materials (e.g., encapsulants, backsheets, framing, junction boxes) are key to extending the lifetime of PV modules. Backsheets, typically a three-layer polymer laminate on the back of modules, are important for module safety due to the high dielectric breakdown strength of poly(ethylene terephthalate) (PET). Backsheet degradation occurs as cracks, delamination, bubbling, burns, and discoloration. Data-driven models of PET show that populations of the same material can diverge in performance under accelerated exposure conditions. Multiple samples need to be exposed to capture the distribution in the behavior of materials or systems. Evaluations during exposures (in-use or accelerated) need to be taken step-wise through time in order to develop a robust predictive model of behavior (stressor|response) by increasing data density.

A data-driven mixed-effect model was developed for PET degradation and showed that there is a change point shown in the degradation where damage accumulation arising from an initial mechanism reached a critical threshold and transitioned to a new mechanism. This change point behavior in PET yellowing and hazing would not be observed if samples were not characterized regularly during exposures. PET studied under both outdoor and accelerated lab-based exposure conditions show not just different stages of degradation, but also the synergistic effects of combined stressors since moisture as dew is an important stressor along with temperature and irradiance. In PET degradation, the presence of water leads to synergistic photo-hydrolytic degradation in outdoor exposures, beyond photolytic degradation; simple exposure to humidity alone does not induce this photo-hydrolytic degradation. This is an example where combined effects in a material or complex system are not simply additive, and cannot be studied “one at a time, in isolation” as a hallmark of the scientific method (controlling all other variables when studying the one of interest).

**Mechanistic Understanding**

Network modeling (netSEM package) provides a useful method to identify and quantify the rank-ordered degradation mechanisms and pathways activated in PV module degradation (Fig. 3). Network modeling determines the strength of relationships between stressors, mechanistic, and response variables (stressor|mechanism|response) using step-wise regression across the network to identify parallel and sequential degradation pathways from the stressors to the system responses. This is done using statistical learning and multiple and
multivariate regression with functional forms constrained by the fundamental physics and chemistry of the materials. This allows for different materials, material grades, or different systems to be compared in their degradation pathways based on various stressors. It is key to study the degradation of real-world modules in PV system field studies because degradation mechanisms occur in the field differently than under accelerated exposures. The lifetime and reliability of novel technologies need to be compared to established technologies; laboratory and field data from new technologies needs to be rapidly compared to the previous technologies. This requires a robust accelerated exposure methodology beyond the current pass/fail standard testing.

Opportunities for Advanced Data Analytics in Solar Energy

Image Analysis

Image-based photovoltaic module characterization compromises a broad category of techniques that provide unique, high-density, detailed information at the cell, material, and module levels. Imaging methods such as fluorescence, electroluminescence, photoluminescence, visual imagery, and thermography have each been well developed in laboratory settings, and have all recently been used outdoors, with many being commercialized for real-world implementation. Electroluminescence, fluorescence, and photoluminescence imaging are typical lab-based image techniques for PV module analysis. The resulting images reveal features such as cracking, metallization corrosion, carrier recombination in the cells, and encapsulant degradation. In outdoor power plant settings, imaging techniques such as IR thermography and photography are more commonly used to assess module conditions e.g., (hotspots, shorts, and defective junction boxes) in operating modules in the field, snail trails, encapsulant browning, broken glass). Several companies now perform aerial surveys of PV power plants using these techniques.

However, evaluation of the resulting images from research, manufacturing, and power plant settings is still performed manually. Cell image classification has relied on humans to identify failures or defects, a process that is slow, inaccurate, and only used to assess a subset of PV cells or modules. Recent advances in analysis of electroluminescence images of PV modules have enabled extraction of I-V characteristics of the module and individual cells. Automated processing of these image types is paramount for the utility of these techniques to be embraced by the PV community. Images of PV modules in accelerated and real-world conditions can be used to determine lifetime performance with open-source tools to process and evaluate these images in an automated fashion.

Integrating PV onto the Electrical Grid

Accurate solar forecasting is necessary as PV generation becomes a larger portion of the electrical grid in the U.S. and elsewhere around the world. It is necessary for the solar energy community to develop and validate technologies that enhance situational awareness of photovoltaic systems, from utility scale to behind-the-meter, and storage, to support reliability, resilience, and operation of power systems with high PV penetration. This involves characterizing and forecasting physical and cyber factors that impact resilience and then using graph-based modeling of thousands of PV systems to determine the normal expected performance and the power and energy lost due to these resilience factors. Spatio-temporal geographic information systems (e.g., IBM’s PAIRS) enable the study of historical weather events such as hurricanes, hail and high winds, along with vegetation and trees, and enables forecasting their future likelihood in different regions and areas. Historical power time series from behind the meter, distributed and utility scale PV power plants can be integrated with spatio-temporal weather data to study resiliency factors on historical power and energy production of PV systems.

Challenges

Data-Enabled Workforce

One challenge to the research community is a workforce that is educated in science and engineering and data enabled with a good understanding of statistics to produce a T-shaped researcher trained in both the domain science and data science skills so that they can easily use data science tools in research and the PV industry. This workforce should be well versed in the benefits of reproducible research for a company and in the use of reproducible research for a company that is well versed in the benefits of reproducible research for a company that is well versed in the benefits of reproducible research for a company.54,55 One challenge to the research community is a workforce that is educated in science and engineering and data enabled with a good understanding of statistics to produce a T-shaped researcher trained in both the domain science and data science skills so that they can easily use data science tools in research and the PV industry. This workforce should be well versed in the benefits of reproducible research for a company so that teams of researchers can work and develop code together and data is available for future analysis.
Reproducible research does not mean that the results have the correct interpretation and the ability to evaluate modeling results. In the broad solar community, reproducible methods to monitor PV module performance are key to maintaining and growing PV in the grid. A solar community workforce would also be exposed to open source coding languages like Python and R. These open source tools can be used to streamline coding practices within a company with well-supported code options.

Open Data
Data needs to be in a format that is usable. This requires agreed-upon metadata, file formats, and a database with information describing what headers relate to in the database. Professional societies can play a key role in reviewing and organizing open data after publication; however, this runs the risk of being difficult and time-consuming for the professional society. Researchers uploading their own data into an open source repository (e.g., GitHub, Bitbucket, GitLab) can enable collaborations, research validation, and address new research problems. Software and data sharing will accelerate research discovery in the solar energy field. Sandia has shared many PV software tools in their PVLIB Git repository.

Open software and data that is archived (with a digital object identifier (DOI)) should be considered in promotion and tenure practices, and publishing data is paramount in an open culture. Universities are beginning to promote open science practices, and publishing data is included in the promotion and tenure process especially since curated data sets are research products that must be balanced against time spent on other published works.

Conclusions
Data science and big data analytics will drive down the cost of installed solar power by increasing the reliability of modules. While machine learning is a valuable method, for learning and prediction in the solar field, data science techniques with data-driven statistical models are necessary. Data science will inform optimal module architecture and material choices, improving reliability and extending lifetimes beyond the current 25-30 year modules. Big data analytics will begin to give accurate prediction of power output for solar fields based on climate zones, local weather conditions, and accurate lifetime prediction. This informs financial organizations, power plant owners and grid operators to reduce the variability of renewable energy.

Academia needs to support students to be data enabled in the solar field by teaching data handling, statistics, and coding along with traditional science and engineering. The solar industry will benefit from open data sets available for analysis and prediction of PV module lifetime, degradation rates, and maintenance. These open data sets will also help teach the next generation of students.
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