Abstract—The presence of lymphocytic infiltration (LI) has been correlated with nodal metastasis and tumor recurrence in HER2+ breast cancer (BC). The ability to automatically detect and quantify extent of LI on histopathology imagery could potentially result in the development of an image based prognostic tool for human epidermal growth factor receptor-2 (HER2+) BC patients. Lymphocyte segmentation in hematoxylin and eosin (H&E) stained BC histopathology images is complicated by the similarity in appearance between lymphocyte nuclei and other structures (e.g., cancer nuclei) in the image. Additional challenges include biological variability, histological artifacts, and high prevalence of overlapping objects. Although active contours are widely employed in image segmentation, they are limited in their ability to segment overlapping objects and are sensitive to initialization. In this paper, we present a new segmentation scheme, expectation–maximization (EM) driven geodesic active contour with overlap resolution (EMaGACOR), which we apply to automatically detecting and segmenting lymphocytes on HER2+ BC histopathology images. EMaGACOR utilizes the expectation–maximization algorithm for automatically initializing a geodesic active contour (GAC) and includes a novel scheme based on heuristic splitting of contours via identification of high concavity points for resolving overlapping structures. EMaGACOR was evaluated on a total of 100 HER2+ breast biopsy histology images and was found to have a detection sensitivity of over 86% and a positive predictive value of over 64%. By comparison, the EMaGAC model (without overlap resolution) and GAC model yielded corresponding detection sensitivities of 42% and 19%, respectively. Furthermore, EMaGACOR was able to correctly resolve over 90% of overlaps between intersecting lymphocytes. Hausdorff distance (HD) and mean absolute distance (MAD) for EMaGACOR were found to be 2.1 and 0.9 pixels, respectively, and significantly better compared to the corresponding performance of the EMaGAC and GAC models. EMaGACOR is an efficient, robust, reproducible, and accurate segmentation technique that could potentially be applied to other biomedical image analysis problems.
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I. INTRODUCTION

BREAST cancer (BC) is the most common type of cancer in women in the U.S. with an estimated life-time incidence of 1 in 8 in 2008 [1]. Definitive diagnosis of BC is performed by a pathologist via examination of tissue histopathology typically obtained via a needle biopsy. Pathologists identify specific visual patterns and distinctive phenotypic changes that are characteristic of BC. Certain kinds of phenotypic changes in tissue pathology, such as the presence of lymphocytic infiltration (LI), may be related to patient survival and outcome [2]. Specifically, LI has been correlated with nodal metastasis and recurrence in tumors expressing the human epidermal growth factor receptor-2 (HER2) protein. Precise quantification of the extent of LI on BC histopathology imagery could be significant in predicting outcome and prescribing appropriate therapy [2].

The visual detection of lymphocytes in BC histopathology images is complicated by similar appearing structures in the image such as cancer nuclei. Lymphocyte nuclei and cancer nuclei are often confused with one another during manual segmentation, which may adversely affect a human expert’s ability to precisely determine the extent of LI. Hence, a clinician’s ability to predict survival and disease outcome may be affected by inter- and intraobserver variability. Consequently, there exists a clear need for accurate automated detection of lymphocyte nuclei in BC histopathology images. However, an automated lymphocyte detection algorithm has to be able to deal with the variability in digital slide appearance due to inconsistencies in histological staining, and poor image quality with tissue samples due to slide digitization and tissue fixation. Furthermore, LI may be characterized by a high density of lymphocytes, which could
cause significant overlap among lymphocyte nuclei and other structures in BC images. An accurate LI detection and segmentation algorithm would need to be able to identify overlapping lymphocytes as unique independent objects.

In this paper, we present a new segmentation scheme for automatic segmentation and detection of lymphocytes on BC histopathology images by avoiding the need for training datasets that are difficult to define for highly variable data and improving active contour segmentation via a specific initialization using the expectation–maximization (EM) algorithm and a novel contour-splitting scheme to resolve overlap between objects. The proposed scheme is generalizable and can be readily applied to other biomedical image segmentation problems.

II. PREVIOUS WORK

Segmentation of structures in breast histopathology images has been attempted using fuzzy c-means clustering [3] and adaptive thresholding [4]. Thresholding tends to work only on uniform images and does not produce consistent results if there is considerable variability across image sets. In [5], a watershed algorithm was used to provide segmentation of BC cells based on the “topology” of the image derived from its gradient. Watershed algorithms, however, tend to oversegment the image and results can be highly sensitive to noise. Like thresholding-based methods, they are also usually sensitive to variations in staining. In addition, they require the existence of weak boundaries/edges to segment-overlapping objects. Manual detection and semiautomated segmentation routines were employed in [6] to first detect and segment nuclei and glands and use these results to subsequently distinguish low and high grades of BC using textural and nuclear architectural features. In [7], a region-growing method [8] was employed to obtain gland segmentation on digitized prostate whole mount histopathology images.

Active contours, which are widely used in image segmentation, are deformable curves that can be used to delineate structures in an image using gradient (edge) information and global region-based information. The curve is initialized either using an implicit formulation or as a parametric representation and is allowed to deform toward object boundaries. A stopping function is designed to impede the movement of the curve beyond potential boundaries. The curve is deformed until it converges to the final segmentation. The geodesic active contour (GAC) model was introduced by Caselles et al. [9] and it allowed for computation of geodesics, or minimal distance curves, along with classical active contour model [10]. Significant advances in active contour models have been made since then [11], [12] in relation to improving segmentation and implementation. Numerous variants of active contour models have been recently proposed based on how the information from the image is used, the contour initialization scheme, contour representation, and convergence [13]–[17]. A major limitation of several active contour models, however, continues to be their inability to resolve multiple overlapping objects that are often segmented as a single object, and their sensitivity to initialization. In [13], a GAC model was provided a specific initialization using results from mathematical morphological operations, however, the issue of overlapping/touching objects was not addressed. In [14], a novel active contour model was proposed based on a level-set formulation but the issue of a single contour enclosing multiple touching objects was not discussed. Li et al. [15] proposed the use of a watershed transform to obtain an initial segmentation and employed it to derive the final result using a region-based active contour model. Hafiane et al. [18] presented a model to detect nuclei on prostate histopathology using active contours initialized via results from fuzzy c-means clustering. The nuclei were then detected based on an iterative voting scheme using oriented kernels. More recently, probabilistic models have been employed to drive segmentation techniques [19], [20]. A Bayesian classifier in conjunction with template matching was used to segment nuclei in prostate and BC histopathology [19] and to distinguish different levels of LI in HER2+ BC [20]. A similar probabilistic model was used to improve segmentation by active contours in [21]. The ability to manually train these models is constrained by the availability of expert annotations of the objects of interest. Datasets for training are difficult to define due to variability across images. Furthermore, such models may not be generalizable and have limited application due to the manual training step.

Segmentation of overlapping structures in different types of images has been previously attempted. Clocksin [22] presented a method to segment overlapping nuclei in fluorescence in situ hybridization images by first extracting seed points via mean-shift clustering. These seed points were then employed to initialize a contour model that includes a repulsive term to avoid intersection of two contours. This method however, relies heavily on the ability of the mean-shift clustering algorithm in providing fairly accurate detection results. Nandy et al. [23] presented a novel method to extract boundaries of 4′,6-diamidino-2-phenylindole-stained nuclei in microscopy images by first identifying seed points and utilizing dynamic programming. Seed points are geometrically located via an intelligent scheme using automatic thresholding of the gradient image. However, the method assumes that the nuclear structures are fairly distinct from the background. Cloppet and Boucher [24] present a scheme for segmentation of overlapping nuclei in immunofluorescence images by providing a specific set of markers to the watershed algorithm. The markers are defined as splits between overlapping structures. He and Liao [25] segmented overlapping elliptically shaped nuclei by extracting contours via minimization of an energy function that measures homogeneity of regional intensity and includes a statistical shape model constraint. Fang and Chan [26] proposed a similar scheme where a statistical shape model is incorporated into the GAC model to segment occluded objects. These methods, however, require manual training to construct the shape model, are sensitive to initialization, and are potentially limited in their ability to segment multiple overlapping objects.

In this paper, we present a new segmentation scheme, EM-driven GAC with overlap resolution (EMaGACOR), which we apply to the problem of segmenting and detecting lymphocytes in BC histopathology images (see Fig. 1). Preliminary results of this work were presented in [27].
EMaGACOR is able to overcome the drawbacks associated with probabilistic segmentation schemes, namely, the need for annotated training data and defining representative datasets. We attempt to avoid these issues by using an EM algorithm to initialize a GAC. The EM algorithm and Gaussian mixture models have been widely used in image segmentation problems [28]–[33]. Raja et al. [28] presented the use of a color mixture model to estimate the probability densities of object foreground and scene background colors for segmentation of multi-colored objects. Shamsi et al. [29] used a modified EM algorithm for facial skin segmentation. Zhang et al. [30] presented a segmentation model that incorporates spatial information into a mixture model by using the hidden Markov Random Field model fitted using the EM algorithm. Diplaros et al. [32] presented a graphical model and a modified EM algorithm for image segmentation. Additionally, mixture models and the EM algorithm have also been employed in content-based image retrieval problems [34], [35]. In this paper, we use the magnetostatic active contour (MAC) [17] as the GAC model. The EM algorithm effectively replaces the Bayesian framework and hence eliminates the need for representative datasets for training and reduces the effect of dataset variability on segmentation results. Initialization of the active contour using EM allows the model to focus on relevant objects of interest. The EM algorithm provides an initial segmentation in the form of a likelihood scene for each of the different object classes (e.g., stroma, lymphocyte nuclei and cancer nuclei, as shown in Fig. 2).

A color swatch (a set of representative pixels that characterize the object of interest) is then defined to automatically identify the target EM-derived likelihood scene. The centroids of the objects detected in this scene are used as seed points to initialize the active contour. It is also worth noting that the probability estimates derived from the EM algorithm may be used to formulate an energy term in the form of a negative logarithm [36] which may then be minimized during the curve evolution. However, the region dependency of the parameters of the energy term would be difficult to address in the context of segmenting an image with multiple regions [37]. Shape gradients are commonly employed [38] but may not be appropriate when the problem involves multiple overlapping objects against a noisy background.

Overlapping/touching objects are characteristic of our problem and we further process the contour result by splitting the contour between high concavity points. While Chetverikov [39] and Yang et al. [40] have previously described concavity detection algorithms, our methodology involves the use of directional image vectors to allow continuous concavity detection on closed contours. Additionally, a novel contour-splitting scheme is devised where the concavity points are connected by an edge-path algorithm that defines paths through relevant edge points within the contour while simultaneously ensuring an optimal split. The algorithm incrementally defines a path by including single edge points at a time to ensure that the split represents an edge or a potential overlap boundary. An intelligent heuristic rule based on object size is used to determine the need for a split. This enables us to distinguish between multiple objects identified as a single entity by the active contour. A texture based clustering step is applied to the output of the EMaGACOR result to distinguish lymphocyte nuclei from other structures in the image. Fig. 1 illustrates the various components of our algorithm for automated detection and segmentation of lymphocytes on HER2+ BC histopathology.

In summary, our segmentation method (EMaGACOR) is more ideally suited to the task of automatically detecting and segmenting lymphocytes in BC histopathology images by: 1) avoiding the need for training datasets that are difficult to define owing to variability across images; 2) enhancing the performance of active contours by providing a specific initialization via the EM algorithm; and 3) resolving the issue of contours enclosing multiple overlapping objects by splitting contours in favor of obtaining better lymphocyte nuclei segmentation. By altering the size heuristic and specifying a different color swatch,
the EMaGACOR model is generalizable and may be employed in segmenting other objects (e.g., cancer nuclei) in the image. Hence, the scheme is readily extensible to other related biomedical image segmentation problems.

The rest of the paper is organized as follows. Section III describes the overall methodology of our segmentation model. In Section IV, we describe the experiments performed and evaluation methods employed to illustrate the improvements in lymphocyte detection and segmentation using our method. Quantitative and qualitative results are shown in Section V. Concluding remarks are presented in Section VI.

III. METHODS

A. Data Description, Notation, and Ground Truth

Hematoxylin and eosin (H&E) stained BC biopsy cores were scanned into a computer using a high resolution whole slide scanner at 40x optical magnification at The Cancer Institute of New Jersey (CINJ). A total of 100 HER2+ BC images (from nine patients) exhibiting various levels of LI were used in our analysis. The images were down sampled by a factor of 2 and saved as 200 × 200 pixels digital images. The ground truth for spatial presence of LI was obtained via manual detection and segmentation performed by a BC oncologist from CINJ. The ground truth for LI detection evaluation was obtained in the form of highlighted pixels representing the approximate centers of each of the lymphocytes in all 100 images. Note that, since the 100 images comprised over 4000 individual lymphocytes, and on account of the effort involved in manual segmentation, only 100 lymphocytes randomly chosen from the set of 100 images were delineated by the expert to allow the evaluation of the segmentation performance of the model. The detection performance of the model, however, was evaluated on all lymphocytes across all 100 images. The H&E-stained histopathology images comprise of four main structures or entities, namely: 1) BC nuclei; 2) lymphocyte nuclei; 3) stroma; and 4) background, as illustrated in Fig. 2. Note the extent of overlap between objects and the similarity between lymphocyte nuclei and BC nuclei. Lymphocyte nuclei tend to be stained deeper than BC nuclei and are often smaller in size.

B. EM-Based Segmentation of Object Classes

The EM algorithm is used to determine the probability of each pixel $c$ belonging to one of $K$ classes, $D_k$, $k \in \{1, 2, \ldots, K\}$,
in an image scene. The EM algorithm attempts to identify the individual Gaussian distribution from a mixture of K normal class densities. For the application considered in this paper, we set $K = 4$, where $D_k \in \{\text{lymphocyte nuclei, stroma, cancer nuclei, background}\}$. The EM algorithm computes the posterior class conditional probability $P(D_k\mid f(c))$ of each pixel $c$ belonging to class $D_k$, given the prior class conditional probability $p(f(c)\mid D_k)$. The algorithm is run iteratively and is comprised of two steps: expectation (E-step) and maximization (M-step). The E-step calculates $P(D_k\mid f(c))$ based on the current parameters of Gaussian mixture model, while the M-step recalculates or updates the model parameters at each iteration $i$.\[\gamma_k^i = \{\mu_k^i, \Sigma_k^i, p_k^i\} \text{ where } \mu_k^i \text{ and } \Sigma_k^i \text{ are the mean and covariance of each Gaussian component, respectively, and} \]
\[p_k^i = p(f(c)\mid D_k)\] also referred to as the mixture coefficients in the Gaussian mixture model. After convergence, the EM algorithm will assign each pixel $c$ a $1 \times K$ probability vector whose elements are the respective $P(D_k\mid f(c))$ values. The algorithmic details of the EM algorithm are summarized shortly [41].

Parameter initialization: The initial parameters $\gamma_k^0 = \{\mu_k^0, \Sigma_k^0, p_k^0\}$ are obtained from the $K$-means clustering [42] result. The $K$-means algorithm is employed to initially group all the pixels in the image into $K$ clusters. The mean and covariance of each of these clusters are used as the initial estimates. The initial value of the mixture coefficients/prior probabilities $p_k^0$ are set as the fraction of the number of pixels allocated to the corresponding $K$-means clusters.

E-step: Calculate the posterior probabilities using the current parameters $\gamma_k^i$

\[
P(D_k\mid f(c)) = \frac{p_k^i N(f(c)\mid \mu_k^i, \Sigma_k^i)}{\sum_{j=1}^{K} p_j^i N(f(c)\mid \mu_j^i, \Sigma_j^i)}
\]

for all $c \in C$, where $j, k \in \{1, \ldots, K\}$, and

\[N(f(c)\mid \mu_k^i, \Sigma_k^i) = (2\pi)^{-D/2} |\Sigma_k^i|^{-1/2} \exp\left\{-\frac{1}{2} (f(c) - \mu_k^i)^T \Sigma_k^{-1} (f(c) - \mu_k^i)\right\}\]

is a $D$-dimensional Gaussian distribution. For an RGB image, $D$ is set to 3.

M-step: The mean, covariance, and prior probability of each class, $\gamma_k^i$ are updated by the posterior probabilities obtained in E-step and are computed as follows:

\[
\mu_k^{i+1} = \frac{1}{n_k} \sum_{c \in C} P(D_k\mid f(c)) f(c)
\]

\[
\Sigma_k^{i+1} = \frac{1}{n_k} \sum_{c \in C} P(D_k\mid f(c))(f(c) - \mu_k^{i+1})(f(c) - \mu_k^{i+1})^T
\]

\[
p_k^{i+1} = \frac{n_k}{|C|}
\]

where $n_k = \sum_{c \in C} P(D_k\mid f(c))$ and $|C|$ is the cardinality of $C$.

Convergence evaluation: Convergence is evaluated by calculating the Euclidean distance of log likelihood between current $(i + 1)$ and preceding iterations $(i)$. Assuming that the Gaussian distribution for every pixel $c \in C$ is independent of one another, based on Gaussian mixture model, the log-likelihood function of the model with parameters obtained in M-step can be computed as follows:

\[
L^{i+1}(C\mid \mu, \Sigma, p) = \ln \left\{ \sum_{k=1}^{K} p_k^{i+1} N(f(c) \mid \mu_k^{i+1}, \Sigma_k^{i+1}) \right\}
\]

\[
= \ln \left\{ \sum_{k=1}^{K} \sum_{c \in C} \{p_k^{i+1} N(f(c) \mid \mu_k^{i+1}, \Sigma_k^{i+1})\} \right\}
\]

where $f(c \in C)$ is the intensity associated with all $c \in C$ and $L^{i+1}$ is the log-likelihood estimation of $C$ with respect to the Gaussian mixture model. The convergence criterion can be expressed via the following inequality:

\[
\frac{|L^{i+1} - L^i|}{L^i} \leq \epsilon
\]

where $\epsilon$ is an empirically determined threshold and $\| \cdot \|$ is the L$_2$ norm. In our experiments $\epsilon$ was set to $10^{-5}$. If the convergence criterion is not attained, the algorithm returns to the E-step. Otherwise, the algorithm will return a probability matrix obtained from last E-step, which is then used to group every pixel $c \in C$ into $K$ different classes. Following the convergence of the EM algorithm, we obtain $K$ likelihood scenes $L_j = (C, \ell_j)$, $j \in \{1, \ldots, K\}$, where $\ell_j(c) = P(D_k\mid f(c))$ for each $c \in C$. For each $L_j$, we obtain the corresponding binarized scenes $L_j^B = (C, \ell_j^B)$ where

\[
\ell_j^B(c) = \begin{cases} 
1, & \text{if } \ell_j = \max_k [P(D_k\mid f(c))] \\
0, & \text{otherwise}.
\end{cases}
\]

The binarized scene $L_j^B$ represents the EM based segmentation for objects belonging to class $D_k \in \{\text{lymphocyte nuclei, stroma, cancer nuclei, background}\}$. The appropriate scene for lymphocyte nuclei is used to initialize the active contour model. In order to do this, we specify a swatch (color template) for the object class of interest. The swatch ($I$) is defined as $I = \{f(c_1), \ldots, f(c_j)\}$ representing sample intensities of the object of interest, where $\{c_1, \ldots, c_j\} \subset C$ are pixels obtained from the object of interest on a representative image. The objects of interest in our problem are the lymphocyte nuclei. The individual binary scenes $L_j^B$, $j \in \{1, \ldots, K\}$ are then overlaid on the original color scene $C$ and the mean color vector of all nonzero pixels is computed. The target scene $L_B^B$ is chosen as the one whose mean intensity is most similar to the average intensity of the color swatch $I$. A sample image with its corresponding binarized scenes representing the different object classes is shown in Fig. 3. Although the EM algorithm is often unable to distinguish between BC nuclei and lymphocyte nuclei and suffers from fragmented segmentation of a single object, it can provide a specific initialization to an active contour, as described shortly.
C. EM-Driven GAC Model (EMaGAC)

An active contour model is used in our boundary segmentation problem where a set of contours $S$ is evolved using level-set method [43] to find target object boundaries. $S$ is a set of closed subcontours where the cardinality of $S$ depends upon the initialization and the final evolved result. Each closed subcontour $s \in S$ is composed of an ordered set of $M$ points such that $s = \{c_w | w \in \{1, \ldots, M\}\}$, where each point $c_w \in C$ is connected to only two adjacent points $c_{w-1}$ and $c_{w+1}$ with $c_{M+1} = c_1$ and $c_0 = c_M$ to form a closed loop. All $s \in S$ are evolved simultaneously in time $t$ over a 2-D gray-scale scene $C_G$. $s$ is represented as a zero level set $s = \{c_w | \phi(t, c_w) = 0\}$ of a level-set function $\phi$ that is defined as zero at the boundary, +1 in the interior of the boundary, and −1 outside the boundary. In general, the evolution of the level-set function $\phi$ is accomplished by an iterative solution to the following partial differential equation:

$$\frac{\partial \phi}{\partial t} + f \nabla \phi = 0$$

where $f$ is the evolving speed function that drives the subcontour $s$ toward the desired object boundary. $f$ is unique to an active contour model and its design depends on how the information in the image is used. In this paper, a specific initialization from the EM results is provided to the MAC model [17], which is briefly discussed below. The advantage of employing the MAC model is that it utilizes a bidirectional force that allows the contour to grow or shrink toward object boundaries.

1) MAC Model: The MAC model implements a bidirectional force field $F$ generated from a hypothetical magnetostatic interaction between the set of contours $S$ and the object boundary. The force field $F$ drives the contour toward the boundary. Both the boundary and the contour are treated as current carrying loops and the magnetic field from the boundary is computed using the well known Bi"{o}t–Savart law. This magnetic field determines the force $F$ acting on the contour, where $F$ is defined over the entire scene $C_G$. The level-set implementation of the contour as proposed in [17] takes the form

$$\frac{\partial \phi}{\partial t} = \alpha g(C_G) \nabla \cdot \left( \frac{\nabla \phi}{|\nabla \phi|} \right) |\nabla \phi| - (1 - \alpha) F(C_G) \cdot \nabla \phi$$

where $\alpha$ is a real constant, $g(C_G) = 1/(1 + |\nabla C_G|)$, and $\nabla (\cdot)$ represents the 2-D image gradient ($\partial (\cdot)/\partial X$, $\partial (\cdot)/\partial Y$) along the $X$ and $Y$ axes. We refer the reader to [17] for additional details on the MAC model.

2) Contour Initialization Scheme: For a given image $C$, the binary image corresponding to lymphocyte nuclei, $L^B$, is identified via the color swatch matching scheme (as described in Section III-B). For all objects $O_\varrho$, where $\varrho \in \{1, \ldots, \Omega\}$, detected in $L^B$ via connected component labeling [44], centroids $q_\varrho = \sum c_\varrho c \in O_\varrho$ are computed that serve as seeds points for initializing the GAC [see Fig. 8(a)]. The initial contour $\phi_0 = \phi(0, c)$ is defined as a circle of radius $r$ centered at each $q_\varrho$ [see Fig. 8(b)]. $r$ is empirically chosen to be approximately half the radius of the target object. In our problem, the radius of a typical lymphocyte nuclei was empirically determined to be 4 pixels. Hence, we set $r$ to 2 pixels. The contour is then evolved till the differences in spatial location of the contours of the current iteration ($\phi^t$) to the next ($\phi^{t+1}$) are below an empirically determined threshold $\rho$. We found that setting $\rho = 10^{-6}$ allowed the model to converge to a stable solution. The algorithm for initializing the contour model is illustrated in Fig. 4.

The active contour provides a segmentation that focuses on lymphocyte nuclei and cancer nuclei [see Fig. 8(c)]. Note that various contours contain two or more overlapping/-touching objects that cannot be resolved by the EMaGAC model alone. An additional step to explicitly split object contours is required (overlap resolution), resulting in the EMaGACOR model.

D. Resolving Overlap—EMaGACOR Model

In addition to providing a specific initialization to GAC via EM, the EMaGACOR model aims at improving segmentation by providing overlap resolution where contours enclosing multiple objects are split using a size heuristic. The spirit behind the overlap resolution scheme in EMaGACOR is as follows. In the first step, we identify contours enclosing multiple objects and determine high concavity points on the contour. An edge-path

---

**Algorithm : EMaGAC**

**Input :** $L^B$, $f$, $\varrho$, $\Delta t$, $\mathcal{I}$.

**Output :** Final evolved contour.

**BEGIN**

Select target binary scene $L^B$ using color swatch template $\mathcal{I}$.

Determine all objects $O_\varrho$ by connected component labeling, obtain corresponding centroids $q_\varrho = \sum c_\varrho c \in O_\varrho$.

Define initial contour $\phi_0 = \phi(0, c)$ as circle of radius $r$ centered at each $q_\varrho$.

while $||\phi^{t+1} - \phi^t|| > \rho$.

Evolve contour, $\phi^{t+1} = \phi^t + [f(\nabla \phi^t)](\Delta t)$,

**END**

---

Fig. 3. (a) Original HER2+ BC histopathology image with corresponding (b)–(e) class binarized scenes $L_j^B$ for $j \in \{1, \ldots, 4\}$ obtained via EM. The binary image corresponding to lymphocytes is shown in (c).

Fig. 4. EMaGAC algorithm.
The algorithm is then used to define potential paths between the previously detected concavity points using edge information within the contour. Based on a size heuristic scheme, an optimal path is selected to split the original contour and isolate individual objects.

1) Concavity Detection: High concavity points are characteristic of contours that enclose multiple objects and represent junctions where object intersection occurs (see Fig. 5). The area \( A(s) \) of the closed subcontour \( s \) is compared to predetermined area of an ideal lymphocyte nucleus \( \tau_A \). For our experiments \( \tau_A \) was set to 35. Hence, a subcontour is eligible for a split if \( A(s) > \tau_A \). Since \( c = (x, y) \), the difference between any two points \( c_u \) and \( c_{u-1} \) will represent a vector in 2-D. Concavity points are detected by computing the angle between vectors defined by three consecutive points \( (c_{u-1}, c_u, c_{u+1}) \) in \( s \). The degree of concavity/convexity is proportional to the angle \( \theta(c_u) \), as shown in Fig. 5. \( \theta(c_u) \) can be computed from the following dot-product relation:

\[
\theta(c_u) = \pi - \arccos \left( \frac{(c_{u-1} - c_u) \cdot (c_u - c_{u+1})}{\|c_{u-1} - c_u\| \|c_u - c_{u+1}\|} \right).
\] (1)

Concavity points can be distinguished from convexity points by computing the cross product of the vectors \((c_{u-1} - c_u)\) and \((c_u - c_{u+1})\), where a concavity point would yield a positive cross product if the point were moving in a counterclockwise direction on \( s \) (see Fig. 5). The value of \( \theta(c_u) \) for an eligible concavity point \( c_u \) is constrained to be less than an empirically determined value \( \theta_{\text{max}} \). The value of \( \theta_{\text{max}} \) serves as a threshold for detecting meaningful concavity points and in our case it was found that \( \theta_{\text{max}} = \frac{\pi}{3} \) yielded optimal results. Note that numerous false concavity points may also be detected due to noisy boundaries on the contour. However, these concavity points will not be used to split the contour as they will not satisfy the size heuristic condition (3) explained shortly (see Section III-D2). The concavity detection algorithm is summarized in Fig. 6.

2) Edge-Path Algorithm: The edge-path algorithm aims at splitting large contours using edge information within the contour and employing a size heuristic. Initially, a path between a pair of concavity points through edge points enclosed within \( s \) is defined. From all the possible paths between various concavity points, the path that satisfies a split yielding a subcontour whose size is close to that of an ideal lymphocyte nucleus \( (\tau_A) \) is favored. Numerous paths may satisfy the size heuristic, however, the algorithm will select the shortest path to define the initial split. This ensures that the contour is not abruptly split between distant concavity points.

Let \( V_s \) be the set of \( N \) concavity points detected on \( s \) such that \( V_s = \{c_m \mid m \in \{1, \ldots, N\} \} \) and \( N \leq M \). Let \( E \) represent the set of \( H \) edge points enclosed by \( s \) such that \( E = \{c_u \mid u \in \{1, \ldots, H\} \} \). In our implementation, the set of edge points is derived using a Sobel filter on scene \( G \). For a given pair of concavity points \( \{c_a, c_b\} \in V_s \) and \( a \neq b, a, b \in \{1, \ldots, N\} \), the path \( Q_{ab} \) between them is defined through a total \( h \) ordered edge points in \( E \), such that \( Q_{ab} = \{c_a, c_1, \ldots, c_h, c_b\} \) is an ordered set with each of its points connected to only two of its adjacent points and satisfies the following condition:

\[
\|c_a - c_b\| \geq \|c_1 - c_b\| \geq \cdots \geq \|c_h - c_0\| \geq 0
\] (2)

and there does not exist \( c_{h+1} \in Q_{ab} \) such that \( \|c_{h+1} - c_b\| \geq \|c_{h-1} - c_b\| \). In addition, \( c_{h+1} \) is the closest point to \( c_b \) that satisfies the above condition (2). Hence, the path \( Q_{ab} \) is defined in an incremental manner by first finding the closest edge point to \( c_a \) and ensuring that (2) is satisfied. The step is repeated until \( c_0 \) connects \( c_b \). In this manner, the most relevant edge between any two given concavity points \( \{c_a, c_b\} \) is included while simultaneously guaranteeing a path between them. Fig. 7 illustrates a hypothetical example of numerous paths defined to split a contour enclosing three objects. The paths are defined between each pair of four concavity points labeled by roman numerals. Once a path \( Q_{ab} \) is defined, it splits \( s \) into two subcontours—\( s_1 \) and \( s_2 \) (not shown in figure). The area of these contours \( A(s_1) \) and \( A(s_2) \) are computed and compared to the predetermined area.
Fig. 7. Illustration of the edge-path algorithm. In this hypothetical example, the contour $s$ encloses three objects. Edge points (red) included in paths (blue) are numbered. Four concavity points $I$, $II$, $III$, and $IV$ are shown. The path between $I$ and $II$ is defined as $Q_{I,II} = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14\}$. Similarly, $Q_{I,III} = \{1, 2, 3, 8, 9, 10, 11, 12, 13, 14\}$, $Q_{I,IV} = \{1, 2, 3, 8, 9, 10, 11, 12, 13, 14\}$, $Q_{II,III} = \{10, 11, 12, 13, 14\}$, $Q_{II,IV} = \{7, 8, 9, 10, 11, 12, 13, 14\}$, and $Q_{III,IV} = \{9, 6, 14\}$. Of all these paths, $Q_{I,II}$ and $Q_{III,IV}$ do not satisfy the size heuristic. Of the remaining paths, the shortest path ($Q_{II,III}$) will be used to split the contour.

Fig. 8. (a) Object centroids $q_\varrho$ (green) obtained from EM derived binarized scene $\mathcal{B}$ that serve as seed points for initializing the active contours $s \in S$. (b) Object initialization for the GAC, defined as circles centered at each $q_\varrho$. (c) Contour result after evolution. (d) Improved segmentation after splitting contours enclosing multiple objects by using the edge-path algorithm.

of an ideal lymphocyte nucleus $\tau_A$. The larger ratio of the areas of the split contours $\Gamma = (A(s_1)/A(s_2)) (A(s_1) \geq A(s_2))$ are constrained to a threshold $\psi$ described as follows:

$$\psi = \frac{A(s) - \tau_A}{\tau_A}.$$  

The path $Q_{ab}$ that splits $s$ is accepted if $\Gamma$ satisfies the following conditions:

$$\Gamma \leq \psi, \quad \text{if } \psi \geq 1$$
$$\Gamma \geq \psi^{-1}, \quad \text{if } \psi < 1.$$  

(3)

The condition in (3) favors the size heuristic so that at least one of the subcontours $s_1$ or $s_2$ has an area close to $\tau_A$. The shortest path that satisfies this condition is selected to define the initial split. The process of splitting contours is repeated until all contours have an area roughly equal to $\tau_A$. For the hypothetical example shown in Fig. 7, the value of threshold $\psi$ would be computed as 2 as it encloses three objects. Hence, the area ratio $\Gamma$ must be less than or equal to 2. Paths $Q_{I,II}$ and $Q_{III,IV}$ do not satisfy this condition. Of the remaining paths, the shortest path ($Q_{II,III}$) will be used to split the contour into $s_1$ (left) and $s_2$ (right). The edge-path algorithm is then repeated to split the larger contour $s_1$. The final contour segmentation on HER2+ BC histopathology image is shown in Fig. 8(d). Detailed splitting of such contours is illustrated in Fig. 9. Note that lack of edge information does not impede the algorithm from segregating overlapping objects. The edge-path algorithm is described in Fig. 10.

E. Texture-Based Clustering to Detect Lymphocytes

$K$-means clustering [42] of first-order statistical texture features derived from within the object interior is used to classify the object segmented by EMAGACOR as a lymphocyte or not. The first-order statistical features considered were the standard deviation $\sigma$ and average intensity $\kappa$ from three channels (R, G, and B) computed for the region enclosed within the contour. Thus, each candidate object $O_\zeta$, $\zeta \in \{1, \ldots, T\}$, is described by a 6-D attribute vector $F(O_\zeta)$, comprised of $\sigma$ and $\kappa$.
values within $O_\zeta$. Fig. 11 illustrates the final result showing the detected lymphocyte nuclei by obtaining the centroids of the closed contours $s$ (green dots).

IV. EXPERIMENTS AND PERFORMANCE MEASURES

A total of 100 images were analyzed using the EMaGACOR model. We compared our results to segmentation obtained from randomly initialized GAC to illustrate the improvement in segmentation obtained by EM initialization (EMaGAC). In addition, we compared EMaGACOR results to segmentations obtained via EMaGAC model to illustrate the importance of the overlap resolution via contour splitting. The following three models were thus quantitatively and qualitatively evaluated in terms of their detection and segmentation performance:

1) randomly initialized GAC model;
2) EM-driven GAC model (EMaGAC);
3) EMaGACOR.

The methods employed for quantitative evaluation are described shortly.

A. Evaluation of Detection Performance

The metrics used to evaluate lymphocyte detection include: 1) sensitivity (SN); 2) positive predictive value (PPV); and 3) overlap detection ratio (OR) (see Table II). The detection results from the three models (GAC, EMaGAC, and EMaGACOR) are compared to the manual detection results obtained from an expert clinician. The SN and PPV values are computed from the true-positive (TP), false-positive (FP), and false-negative (FN) values

$$SN = \frac{TP}{TP + FN}$$  \hspace{1cm} (4)

$$PPV = \frac{TP}{TP + FP}.$$  \hspace{1cm} (5)

TP refers to the number of lymphocyte nuclei correctly identified while FP refers to the number of objects incorrectly identified as lymphocyte nuclei and FN refers to the number of lymphocyte nuclei missed by the model. The detection results are represented as centroids of the region enclosed by a closed contour. TP, FP, and FN values are obtained by comparing each centroid generated by the model to manually determined object centroids which served as our ground truth.

The overlap detection ratio (OR) is computed as follows:

$$OR = \frac{\text{Number of overlaps resolved}}{\text{Total number of overlaps}}.$$  \hspace{1cm} (6)

An overlap is characterized by the existence of a common boundary between two objects which in our case may be between two or more lymphocyte nuclei, cancer nuclei, or cancer and lymphocyte nuclei.

<table>
<thead>
<tr>
<th></th>
<th>SN</th>
<th>PPV</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAC</td>
<td>0.19</td>
<td>0.56</td>
<td>0.022</td>
</tr>
<tr>
<td>EMaGAC</td>
<td>0.42</td>
<td>0.63</td>
<td>0.14</td>
</tr>
<tr>
<td>EMaGACOR</td>
<td>0.86</td>
<td>0.64</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Fig. 10. Detailed description of the edge-path algorithm.

Fig. 11. Illustrates the final result showing the detected lymphocyte nuclei by obtaining the centroids of the closed contours $s$ (green dots).
Fig. 11. Final lymphocyte detection results from EMaGACOR for three studies (a), (b), and (c) (green dots are centers of objects detected as lymphocyte nuclei). The result is obtained by clustering textural features (average and standard deviation in intensity) extracted from final contour result into two groups. Red dots are for objects identified as not being lymphocytes.

Fig. 12. (a)–(c) Original HER2+ BC histopathology image with corresponding segmentation results from (d)–(f) randomly initialized GAC, (g)–(i) GAC initialized via EM (EMaGAC), and (j)–(l) EMaGACOR that implements contour splitting using concavity detection and the edge-path algorithm.
TABLE III

<table>
<thead>
<tr>
<th></th>
<th>SN_a</th>
<th>SP_a</th>
<th>PPV_a</th>
<th>OV_a</th>
<th>HD</th>
<th>MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAC</td>
<td>0.31</td>
<td>0.94</td>
<td>0.21</td>
<td>0.17</td>
<td>11.3</td>
<td>7.6</td>
</tr>
<tr>
<td>EMAgAC</td>
<td>0.80</td>
<td>0.98</td>
<td>0.58</td>
<td>0.51</td>
<td>3.2</td>
<td>1.5</td>
</tr>
<tr>
<td>EMAgACOR</td>
<td>0.80</td>
<td>1.0</td>
<td>0.86</td>
<td>0.72</td>
<td>2.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

B. Evaluating Segmentation Performance

Segmentation results are compared to manual delineations performed by an expert oncologist (which serves as ground truth for segmentation evaluation) by computing boundary based metrics [45], namely: 1) Hausdorff distance (HD) and 2) mean absolute distance (MAD); and area overlap metrics [45] [true-positive area (TP_a), false-positive area (FP_a), true-negative area (TN_a), and false-negative area (FN_a)]. The manual delineation is represented as a closed boundary G = {c_\chi | \chi \in {1, \ldots, \varpi}}. The HD and MAD values for each contour s are defined as

\[ HD = \max_w \left[ \min_\chi \| c_w - c_\chi \| \right] \]
\[ MAD = \frac{1}{M} \sum_{w=1}^{M} \left[ \min_\chi \| c_w - c_\chi \| \right] \]

Since manual delineation of 100 images is tedious and time consuming, the expert was asked to provide manual delineations of 100 lymphocyte nuclei randomly chosen from the set of 100 images. One random lymphocyte was picked from each of the 100 images. For each of the 100 object boundary segmentations, a corresponding value of HD and MAD were obtained. The HD and MAD results are illustrated as frequency histogram plots (see Fig. 13). HD and MAD values close to zero correspond to better segmentation. The area overlap metrics are used to compute the sensitivity SN_a, specificity SP_a, positive predictive value PPV_a and the overlap ratio OV_a of the segmentation results for each of the three models. The area overlap metrics are computed as follows:

\[ TP_a = \frac{|A(s) \cap A(G)|}{A(G)} \]
\[ FP_a = \frac{|A(s) \cup A(G) - A(G)|}{A(G)} \]
\[ FN_a = \frac{|A(s) \cup A(G) - A(s)|}{A(G)} \]
\[ TN_a = \frac{|C - A(G)|}{A(G)} \]

where A(\cdot) is the area of the closed boundary. The SN_a and PPV_a values are computed in a similar fashion as described in (4) and (5), respectively. SP_a and OV_a values are computed as follows:

\[ SP_a = \frac{TN_a}{TN_a + FP_a} \]
\[ OV_a = \frac{TP_a}{TP_a + FP_a + FN_a} \]
of EMaGACOR over EMaGAC and GAC, respectively. The SN and PPV values listed in Table II reflect the efficacy of the EMaGACOR model in detecting lymphocyte nuclei in BC images as compared to GAC and EMaGAC models. A total of 952 cases of overlapping objects were manually identified in 100 images and the EMaGACOR model was able to resolve 91% of all overlaps. In terms of segmentation performance, EMaGACOR easily outperformed both EMaGAC and GAC models, respectively, in terms of all six segmentation evaluation measures over 100 lymphocytes. One random lymphocyte was chosen from each of the 100 images to evaluate segmentation results. Fig. 13(a) and (b) shows histogram plots of the HD and MAD values for the three models over 100 lymphocytes for which segmentation evaluation was done. The HD and MAD values for the EMaGACOR model were less than 5 pixels for over 95% and 99% of the studies respectively. The statistical measures from the area overlap metrics are summarized in Table III.

C. Test of Statistical Significance Between Models

For each of the 100 studies, performance evaluation metrics (SN, PPV, SNa, PPV a, SP a, OV a, HD, and MAD) were compared for every pair of models (GAC/EMaGAC, GAC/EMaGACOR, EMaGAC/EMaGACOR) using the paired t-test under the null hypothesis that there is no significant difference in the values of the metrics between the EMaGACOR, EMaGAC, and GAC models. The null-hypothesis was rejected for p-value ≤ 0.05 (see Table IV). For almost every performance metric, EMaGACOR showed a statistically significant improvement compared to GAC and EMaGAC models. The difference in PPV values between the EMaGAC and EMaGACOR models is not statistically significant as the overlap resolution step sometimes results in false positives due to aggressive splitting. However, EMaGACOR had an overall higher PPV compared to the other models. Nonsignificant difference was also obtained between the area overlap sensitivities (SNa) for the EMaGAC and EMaGACOR models. This may be attributable to the fact that our sample size was limited. Note that for the evaluation of segmentation results we were able to obtain expert delineations of only 100 lymphocytes from the clinicians. A statistically significant difference may have been obtained if the evaluation were performed using a larger cohort. However, obtaining such a large set of manual annotations is a challenge, especially given the fact that clinicians would have to provide them.

VI. CONCLUDING REMARKS

In this paper, we have presented a novel detection and segmentation scheme, EMaGACOR. Our segmentation scheme overcomes a number of issues that plague popular segmentation schemes. Specifically, our model is able to overcome the sensitivity associated with random initialization of the active contour model and is able to resolve object overlap. In addition, the scheme differs from supervised classifier detection methods that are encumbered by the need for a large number of annotated training samples. The initialization of the contour via the EM scheme allows for: 1) improved active-contour-based segmentation, and also 2) eliminates the need for supervised classifier-based approaches for lymphocyte detection, which typically require the availability of a large number of accurately and carefully annotated instances. The concavity detection scheme in conjunction with the edge-path algorithm effectively resolves the issue of segmenting overlapping objects.

We applied EMaGACOR for segmentation and detection of lymphocyte nuclei in HER2+ BC histopathology images. Quantifying the extent of LI in BC histopathology images is important due to the correlation of LI to nodal metastasis in BC. The scheme described in this paper could be developed into an automated image analysis routine for making prognostic predictions of outcome associated with HER2+ BC. While EMaGACOR was able to address most of the major issues in detecting lymphocyte nuclei such as similarity with other structures, high variability across images and high prevalence of overlapping/touching objects, the model, however, may fail on account of extreme noise and poor (or faint) staining of the target object. A poor EM segmentation result may in turn yield a suboptimal initialization to the active contour model. Note that our model works in the RGB space. Results (not shown) in the hue, saturation, and intensity space did not show any significant improvement. In addition, the gray-scale scene derived from the R,G, and B values worked very well with the active contour model. Experimental results have shown that our new EMaGACOR model performs significantly better, both in terms of detection and segmentation, compared to EMaGAC and GAC models over a total of 100 images.

The ability to automatically and accurately segment lymphocytes in BC histopathology images may serve to be useful in studying LI and its relation to BC prognosis [20]. The relationship between the presence of LI and good prognosis has also been observed in other pathologies such as ovarian cancer [46]. Hence, the algorithm developed in this study might also be similarly employed in prognosis prediction of other diseases. In future work, we intend to apply EMaGACOR to other biomedical image analysis problems.
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