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ABSTRACT

In this paper we introduce Spatially Aware Expectation Maximization (SpAEM), a new parameter estimation method which incorporates information pertaining to spatial prior probability into the traditional expectation-maximization framework. For estimating the parameters of a given class, the spatial prior probability allows us to weight the contribution of any pixel based on the probability of that pixel belonging to the class of interest. In this paper we evaluate SpAEM for the problem of prostate capsule segmentation in transrectal ultrasound (TRUS) images. In cohort of 6 patients, SpAEM qualitatively and quantitatively outperforms traditional EM in distinguishing the foreground (prostate) from background (non-prostate) regions by around 45% in terms of the Sorensen Dice overlap measure, when compared against expert annotations. The variance of the estimated parameters measured via Cramer-Rao Lower Bound suggests that SpAEM yields unbiased estimates. Finally, on a synthetic TRUS image, the Cramer-Von Mises (CVM) criteria shows that SpAEM improves the estimation accuracy by around 51% and 88% for prostate and background, respectively, as compared to traditional EM.

1. INTRODUCTION

Image clustering or partitioning schemes have attempted to model an image as comprising of a finite number of distinct mixture distributions.1 Each mixture component typically corresponds to a distinct class e.g. cancer versus non-cancer or prostate versus background. Each classes has (usually) unknown statistical parameters (such as mean and variance) which may be estimated via a dedicated training set. The objective of this work is estimating the parameters of different image classes based on the set of extracted features and via the introduction of a new spatial prior probability term. Parameters estimated within the prostate and background regions can be used to separate out the individual distributions from the mixture model.

Parameter estimation plays an important role in a wide number of image processing and computer vision tasks such as kernel optimization,2 classification,3 segmentation,4 and object detection.5 Approaches for estimating class parameters encompass a wide spectrum of techniques and have been widely considered in literature.1, 5–7 Assuming distinct classes represent different segments in an image, parameter estimation can be used for image segmentation. The estimation can be performed either prior to image segmentation, such as Expectation-Maximization (EM) or during the segmentation, such as K-Nearest Neighbors.8 In these segmentation approaches, the accuracy of estimation directly affects the accuracy of segmentation.

Maximum-likelihood (ML) has been widely used to formalize the parameter estimation problem. EM has been widely applied to iteratively solve ML problem.8 The performance of EM is good provided the probability of observing features’ values of a pixel are independent of its spatial information, which is not true for most applications.9 Carson et al. invoked spatial information by including Cartesian information of a pixel via the observation matrix.9 Markov Random Field (MRF)-EM approaches10, 11 consider neighborhood constraints by incorporating local spatial constraints into the EM frameworks. However, MRF-EM needs precise estimation of the Markov chain transient matrix which is a challenging task.12

In this paper, we introduce new spatial information, namely spatial prior probability. Most current parameter estimation paradigms assume that all pixels have the same contribution in estimating the parameters associated with the unknown class distributions. However, if a pixel more likely belongs to a specific class (e.g. prostate in TRUS image), then the approximate spatial location of the pixel can be used to enhance the accuracy of
the parameter estimation process. For instance, a transrectal ultrasound image of the prostate will more than likely involve the prostate in the center of the image with the regions corresponding to the borders representing the background. For a specific known category of images where domain information is available, the use of the spatial prior probability can be a very important complement to parameter estimation techniques.

In order to evaluate the newly introduced SpAEM scheme, we employed it to distinguish the foreground (prostate) from the background in Transrectal Ultrasound (TRUS) imagery. SpAEM is used to estimate the parameters of background and prostate, following which the estimated parameters are employed to separate out the two classes. Prostate segmentation plays a key role in different stages of clinical decision making process. Prostate volume can be directly determined from prostate gland segmentation and can be used for diagnosis of benign prostate hyperplasia. In addition, prostate gland segmentation facilitates multimodal image fusion for tumor localization in biopsy and radiation therapy. Due to the importance in delineating the prostate on TRUS, semi and fully automated prostate segmentation methods for TRUS imagery have been developed. For a review of some of these techniques we refer the reader to and the references therein.

Despite recent advances in transducer design, resulting in improved spatial and temporal resolution, TRUS image segmentation is still heavily dependent on the quality of data. Additionally, TRUS segmentation is vulnerable to a variety of artifacts, such as, different levels of signal attenuation, shadowing artifacts, and speckle. Low contrast between areas of interest is another difficult problem in prostate segmentation on TRUS.

Previous prostate segmentation algorithms for TRUS images have focused on the use of prior knowledge such as prostate shape or prior spatial probability. Recently, 2D and 3D boundary extraction methods have been developed based on probabilistic data association filters. However, these approaches assume prior information for the prostate shape (such as concavity) and/or need manually placed initial seed locations inside the prostate. Recently, active contour-based approaches have been used for prostate segmentation. These methods assumed prior spatial properties, or need some initial points on or near the prostate boundary. These methods have also been employed to fuse multi-modal images of the prostate. Our SpAEM scheme is a fully automated segmentation algorithm that uses only the spatial prior probability for parameter estimation. The estimated parameters are then used to distinguish the prostate from the background.

In this work, first we calculate spatial prior probability from a dedicated training set. Then we modify the traditional EM framework to invoke a spatial prior probability associated with every location in the image. To do so, a new E-step and M-step are introduced. The new framework is applied to TRUS images to estimate parameters corresponding to the prostate as well as background. Estimated parameters are used to separate out prostate from the background. In addition, to demonstrate the accuracy of SpAEM, we employ Cramer-Rao lower bound (CRLB) and Cramer-Von Mises (CVM) criterion. CLRB expresses the lower bound on the variance of estimated parameters. Experimental results show that the new method converges to CRLB. CVM is a criterion to measure the goodness of fit of estimated values to their corresponding theoretical estimates. Experimental results also demonstrate that the newly introduced method outperforms traditional EM.

The rest of the paper is organized as follows. In Section 2, we present our assumptions and introduce relevant notation. We introduce our new parameter estimation framework in Section 3. Section 4 describes our experimental design for evaluating our system and Section 5 presents our experimental results; We provide concluding remarks in Section 6.

2. FRAMEWORK AND NOTATION

2.1 Problem Statement

An image $I$ is modeled as a mixture of finitely many distributions, each with a different set of parameters. Those parameters are usually unknown and may be estimated. Each distribution represents a distinct class, for example prostate versus background. In this work we estimate the parameters of $K$ different image classes based on $L$ extracted features and the available spatial prior information.
2.2 Notation

Suppose \( N \) denotes the total number of pixels of \( I \). Observation matrix \( D_{N \times L} = [\hat{d}_1, \hat{d}_2, \cdots, \hat{d}_N]^T \) comprises all image features such that a vector \( \hat{d}_n = \{d_{n,1}, d_{n,2}, \cdots, d_{n,L}\} \) for \( n \in \{1, 2, \cdots, N\} \) is a feature vector corresponding to \( n \)th pixel. \( I \) is desired to be segmented into \( K \) distinct classes of, \( S_1, S_2, \cdots, S_K \) such that the union of all classes cover the entire image, i.e., \( \bigcup_{k=1}^{K} S_k = I \) and \( \bigcap_{k=1}^{K} S_k = \emptyset \) and each pixel belongs to only one class.

The set of parameters of all classes (which is unknown) is denoted by \( \Theta = \{M, \Lambda\} \). \( M_{K \times L} = [\hat{\mu}_1, \hat{\mu}_2, \cdots, \hat{\mu}_K]^T \) is the set of means of all classes. \( \mu_k \) is the mean of the \( k \)th class.

Similarly, \( \Lambda^2 = [\Sigma^2_{1L \times L}, \Sigma^2_{2L \times L}, \cdots, \Sigma^2_{KL \times L}] \) is the set of covariance matrices of all classes and \( \Sigma^2_k = [\sigma^2_{k1,j}] \) is the covariance matrix of \( k \)th class. Table 1 lists the notation used throughout this paper.

### Table 1. Description of notation used throughout this paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I )</td>
<td>Image scene.</td>
</tr>
<tr>
<td>( N )</td>
<td>Total number of pixels.</td>
</tr>
<tr>
<td>( L )</td>
<td>Total number of extracted features.</td>
</tr>
<tr>
<td>( K )</td>
<td>Total number of classes.</td>
</tr>
<tr>
<td>( D_{N \times L} )</td>
<td>Matrix of observations.</td>
</tr>
<tr>
<td>( \Sigma^2_{k} )</td>
<td>Set of estimated covariance matrix of ( k )th class.</td>
</tr>
<tr>
<td>( \Xi = [\xi_{n,k}]_{N \times K} )</td>
<td>Spatial prior probability matrix.</td>
</tr>
<tr>
<td>( \Theta = {M, \Lambda} )</td>
<td>Set of actual parameters.</td>
</tr>
<tr>
<td>( \hat{\Theta} = {\hat{\mu}_k, \hat{\sigma}_k^2} )</td>
<td>Set of estimated parameters.</td>
</tr>
</tbody>
</table>

2.3 Spatial Prior Probability

In this work we introduce Spatial Prior Probability matrix. For an image, there is a corresponding row with \( K \) entities in the spatial prior probability matrix. In this matrix, \( k \)th elements of \( n \)th row expresses the prior probability that \( n \)th pixel belongs to \( k \)th class. In conventional parameter estimation approaches, all pixels have the same weight in estimating the parameters. This assumption regarding an equal contribution from all pixels in parameter estimation is questionable. It certainly would make sense to additionally weight the contributions of those pixels which have a higher likelihood of belonging to the class of interest. By including spatial prior probability matrix in parameter estimation, we are weighting the contribution of pixels based on their prior probabilities.

Let us \( \Xi_{N \times K} = [\xi_{n,k}] \) denotes spatial prior probability. Note that \( \sum_{k=1}^{K} \xi_{n,k} = 1 \), for any given \( n \). \( \Xi \) is calculated from a set of \( J \) distinct training studies. Let us set \( g_{n,j}^{(k)} = 1 \) if \( n \)th pixel of \( j \)th training image belongs to the \( k \)th class. So, each element of the spatial prior probability matrix is calculated by averaging over all training images as:

\[
\xi_{n,k} = \frac{1}{J} \sum_{j=1}^{J} g_{n,j}^{(k)}, \quad \text{for } k \in \{1, 2, \cdots, K\}.
\]

As previously discussed in Section 1, for a number of different settings it is quite likely that one would know where specific target classes (e.g. prostate on a TRUS image) are most likely to occur. Additionally this information could be learned from training data. Figure 1 demonstrates an example of spatial prior probability for the prostate, learned from a set of 43 pre-segmented TRUS images.
2.4 Feature Set Probability

Without loss of generality, we assume the distribution of extracted features may be accurately modeled as a multivariate Gaussian distribution.

**Matrix of Classes:** To make the feature set parameters estimation problem tractable, we define an auxiliary (latent) variable $Z_{N \times K} = [z_{n,k}]$, such that any $n$th row of $Z$ has only one element of 1 at $k$th column which implies $n$th pixel of $I$ belongs to $S_k$, and the rest of the elements of the $n$th row are zero.

Considering the assumptions and defined variables, the conditional probability of observation matrix $D$ can be calculated by marginalizing over random variable $Z$ as follows,

$$P(D|\Theta, \Xi) = \sum_{\forall Z} P(D|Z, \Theta)P(Z|\Theta, \Xi),$$

where the conditional distribution of the observation matrix given $\Theta$ and $Z$ is given by:

$$P(D|Z, \Theta, \Xi) = \prod_{n=1}^{N} P(\bar{d}_n|Z, \Theta) = \prod_{n=1}^{N} \prod_{k=1}^{K} \left\{ \frac{1}{(2\pi)^{L/2}|\Sigma_k|} \exp \left( \frac{(\bar{d}_n - \bar{\mu}_k)^T\Sigma_k^{-1}(\bar{d}_n - \bar{\mu}_k)}{2} \right) \right\}^{z_{n,k}}. \quad (3)$$

The matrix of classes is independent of the distribution parameters and its probability value is a function of spatial prior probability matrix as:

$$P(Z|\Theta, \Xi) = P(Z|\Xi) = \prod_{n=1}^{N} \prod_{k=1}^{K} [\xi_{n,k}]^{z_{n,k}}. \quad (4)$$

One should note that for other feature distributions rather than Gaussian (such as the distribution of the intensity in TRUS images which is Rayleigh distribution\textsuperscript{27}), equation (3) needs to be substituted by a proper corresponding distribution function.

3. PARAMETER ESTIMATION USING SPATIALLY AWARE EXPECTATION MAXIMIZATION (SpAEM)

SpAEM is expressed by,

$$\hat{\Theta} = \arg \max_{\Theta} P(D|\Theta, \Xi) = \arg \max_{\Theta} \log \left( \sum_{\forall Z} P(D|Z, \Theta)P(Z|\Xi) \right). \quad (5)$$
Spatial prior probability is expected to improve the parameter estimation for kth class by, first excluding pixels for which \( \xi_{n,k} = 0 \), and then increasing the contribution of pixels with large \( \xi_{n,k} \).

By substituting values from (3) and (4) into (5) one can show that the ML problem does not have an analytical solution. Besides, the order of the computational complexity for the numerical solution is \( O(K^N) \) which not tractable. For example, parameter estimation of two classes in a 256 \( \times \) 256 image needs calculating the likelihood value of approximately \( 10^{20,000} \) possible instances of \( Z \).

EM is a powerful iterative algorithm to estimate the parameters of the mixture models when the associated log-likelihood maximization problem is too complicated to solve analytically. To estimate the parameters, we introduce Spatially Aware Expectation-Maximization (SpAEM) to iteratively solve (5). We modified the two steps of Expectation and Maximization as follows:

**Expectation Step:**
Current and revised estimation of \( \Theta \) are denoted by \( \Theta^{OLD} \) and \( \Theta^{NEW} \), respectively. The conditional expectation of log \( P(D,Z|\Theta) \) given \( D \) and the current estimation of \( \Theta \) is given by:

\[
Q(\Theta; \Theta^{OLD}) = E_{Z}[\log P(D,Z|\Theta)]
\]

\[
= \sum_{n=1}^{N} \sum_{k=1}^{K} E_{z_{n,k}}[D,\Theta^{OLD}] \left( \log \xi_{n,k} - \frac{L}{2} \log 2\pi - \log |\Sigma| + (\bar{d}_n - \bar{\mu}_k)^T \Sigma_k^{-1} (\bar{d}_n - \bar{\mu}_k) \right)
\]

where \( E_{z_{n,k}}[x] \) is the conditional expectation given \( x \), respect to \( z \). After some manipulation one can show that:

\[
\gamma_{n,k} \triangleq E_{z_{n,k}}[D,\Theta^{OLD}] = P(z_{n,k}=1|\hat{d}_n,\Theta^{OLD}) = \frac{\xi_{n,k} P(\hat{d}_n|z_{n,k},\Theta^{OLD})}{\sum_{k=1}^{K} \xi_{n,k} P(\hat{d}_n|z_{n,k},\Theta^{OLD})} \quad (7)
\]

**Maximization Step:**
It has been shown in\(^8\) that the log-likelihood function is the monotonic increasing function of the number of EM iteration steps. So, regardless of the initial value of \( \Theta \), EM converges. \( \Theta^{NEW} \) refers to the solution of:

\[
\Theta^{NEW} = \arg \max_{\Theta} Q(\Theta, \Theta^{OLD})
\]

By calculating the partial derivative of (6) and (7) respect to \( \bar{\mu}_k \) and \( \Sigma_k \), one can show that

\[
\bar{\mu}_{k,l} = \frac{\sum_{n=1}^{N} \gamma_{n,k} d_{n,l}}{\sum_{n=1}^{N} \gamma_{n,k}}, \quad (9)
\]

\[
\sigma^2_{k,l} = \frac{\sum_{n=1}^{N} \gamma_{n,k} (d_{n,l} - \mu_{k,l})^2}{\sum_{n=1}^{N} \gamma_{n,k}} \quad (10)
\]

**4. EXPERIMENTAL DESIGN**
To evaluate the proficiency of SpAEM approach, first, we applied SpAEM for prostate segmentation in TRUS imagery, and compare the results with traditional EM. Second, we evaluate the accuracy of the SpAEM parameter estimation in compare to traditional EM.

**4.1 Dataset**
The presented approach was applied on TRUS images for six patients. TRUS images were acquired using a bi-planer side-firing transrectal probe. Prostate boundary on TRUS was manually delineated by an expert radiologist. Pixels closer to the probe appear brighter in ultrasound images. To correct this attenuation artifact, similar to\(^{20}\), we employed a smoothing Gaussian kernel filter and divided the intensity values of the image by the output of the filter. The output of this filter transform is an intensity-corrected image.
4.2 Image Segmentation

We assumed there are two classes in a TRUS image, one is the prostate and the other one is background. We employed SpAEM to distinguish the two segments. Prostate segmentation in TRUS is challenging task due to low contrast, low SNR, high speckle, micro-calcification, and high imaging artifacts shadowing.\textsuperscript{17}

Prostate segmentation consists of three steps.

**Step-1:** For a TRUS image, \( I \), extract \( L \) features to create observation matrix \( D \).

**Step-2:** Using SpAEM to estimate mean and variance of two classes corresponding to prostate \((\hat{\mu}_1, \hat{\Sigma}_1^2)\) and background \((\hat{\mu}_2, \hat{\Sigma}_2^2)\).

**Step-3:** Classify \( n \)th pixel as either prostate \((\hat{k} = 1)\) or background \((\hat{k} = 2)\) from following equation.

\[
\hat{k} = \arg \max_k \xi_{\alpha,n,k} \alpha P^{1-\alpha}(d_n | \hat{\mu}_k, \hat{\Sigma}_k^2).
\]  

(11)

In (11) a degree of freedom, \( \alpha \), is a weighting factor to adjust the effect of spatial prior probability relative to probability of observed vector. Note that \( P(d_n | \hat{\mu}_k, \hat{\Sigma}_k^2) \) is multiplication of \( L \) distribution functions, so, \( \alpha = \frac{L}{L+1} \) implies the weight of spatial prior probability is identical to each distribution function. Algorithm 1 demonstrates SpAEM algorithm for prostate segmentation. Note that, different stopping criteria have been previously proposed,\textsuperscript{28} mainly by comparing the difference between estimated parameters of two consecutive iterations with some threshold. In this work, we compare the difference between two consecutive estimations of \( \hat{\mu}_{1,1} \) with the value of \( 10^{-3} \).

---

**Data:** Observation matrix \( D_{N \times L} \), and Spatial Prior Probability Matrix \( \Xi_{N \times K} \)

**Result:** Estimating the parameters \( \hat{\Theta} \), and estimating the class of each pixel \( \hat{k} \)

---

**Estimate the parameters, \( \hat{\Theta} \), using EM-Algorithm:**

\[
\begin{align*}
&\text{begin} \\
&\quad \text{Assume an initial value for } \Theta^{\text{old}}; \\
&\quad \text{while Stopping criterion is not satisfied, do} \\
&\quad\quad \text{E Step: Find } \gamma_{n,k} \text{ using (7)}; \\
&\quad\quad \text{M Step: Estimate } \Theta^{\text{new}} = [(\hat{\mu}_{k,l}, \hat{\sigma}_{k,l}^2)] \text{ for } 1 \leq k \leq K \text{ and } 1 \leq l \leq L \text{ using (9)}; \\
&\quad \end{align*}
\]

\[
\hat{\Theta} = \Theta^{\text{new}};
\]

**Prostate segmentation using \( \hat{\Theta} \):**

\[
\begin{align*}
&\text{begin} \\
&\quad \text{For } n \text{th pixel, } 1 \leq n \leq N, \text{ estimate } \hat{k} \text{ using (11)} \\
&\quad \end{align*}
\]

---

**Algorithm 1:** Prostate segmentation using SpAEM

**4.2.1 Employed Image Features**

A set of intensity and texture features are used for prostate segmentation. In this paper, we employed 7 features described in Table 2, in which \( i_n \) and \( N_n \) denote the intensity value and the neighborhood of the \( n \)th pixel, respectively. The proficiency of these features in distinguishing prostate tissue from non-prostate tissue has already been investigated in.\textsuperscript{20}
### Feature Description Formulation

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity</td>
<td>Intensity value</td>
<td>( i_n ) for ( 1 \leq n \leq N )</td>
</tr>
<tr>
<td>Mean</td>
<td>Average intensity value within ( N_n ).</td>
<td>( \bar{i}_n = \frac{1}{</td>
</tr>
<tr>
<td>Median</td>
<td>Median intensity value within ( N_n ).</td>
<td>median(( i_m ))</td>
</tr>
<tr>
<td>Range</td>
<td>Range of intensity values within ( N_n ).</td>
<td>( \max_{m \in N_n} (i_m) - \min_{m \in N_n} (i_m) )</td>
</tr>
<tr>
<td>Variance</td>
<td>Variance of a Gaussian distribution of intensity values within ( N_n ).</td>
<td>( \sqrt{\frac{1}{</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>Variance of the Rayleigh distribution calculated within ( N_n ).</td>
<td>( \sqrt{\frac{1}{2</td>
</tr>
<tr>
<td>( m )-parameter ( ^{30} )</td>
<td>( m )-parameter of the Nakagami distribution, which controls the shape of the distribution, calculated within ( N_n ).</td>
<td>We use the method of Greenwood and Durand ( ^{31} ) to estimate ( m ).</td>
</tr>
</tbody>
</table>

Table 2. Description of intensity and texture features used for prostate segmentation in TRUS.

### 4.2.2 Evaluation of Segmentation Performance

As a qualitative metric, we employed Sorensen-Dice coefficient\(^ {32} \) to compare prostate segmentation results. The set of pixels segmented as being part of the prostate is denoted by \( E \). Segmentation results are compared to manual delineations performed by an expert which serves as ground truth for segmentation evaluation. For each image, the set of pixels lying within the manual delineation of prostate is denoted by \( G \). Sorensen-Dice coefficient is given by,

\[
\frac{2|E \cap G|}{|E| + |G|}
\]  

(12)

where \(|.|\) denotes the cardinality of a set.

### 4.3 Qualitative Metrics to Assess the Accuracy of Parameter Estimation

#### 4.3.1 Cramer-Rao Lower Bound (CRLB)

CRLB expresses the lower bound on the variance of estimated parameters, provided the estimator is unbiased.\(^ {25} \) Suppose \( \hat{\theta} \) denotes the unbiased estimation of parameter \( \theta \), the minimum achievable variance of \( \hat{\theta} \) given \( \theta \) is

\[
\text{var}\{\hat{\theta} | \theta\} \geq \frac{1}{I_f(\theta)},
\]  

(13)

where

\[
I_f(\theta) = E \left[ \frac{\partial^2}{\partial \theta^2} \log p(D | \theta) \right]
\]  

(14)

is the Fisher Information.\(^ {33} \) From (13) and (14) and after some algebraic manipulation one can show that the CRLB of the mean and the variance of \( k \)th class is given by:

\[
\text{var}\{\hat{\mu}_{k,l} | \mu_{k,l}\} \geq \sigma^2_{k,l}/N_k
\]  

(15)

\[
\text{var}\{\hat{\sigma}^2_{k,l} | \sigma^2_{k,l}\} \geq 2\sigma^4_{k,l}/N_k
\]  

(16)

where \( N_k \) is the number of pixels belonging to \( k \)th class.

#### 4.3.2 Cramer-Von Mises (CVM) Criterion

CVM is a criterion to measure the goodness of fit of theoretical cumulative distribution function (CDF) compared to empirically estimated CDF.\(^ {26} \) It is given by:

\[
\mathcal{D}_f = \frac{1}{N} \sum_{n=0}^{N} \left[ F_\theta(n) - \hat{F}_\theta(n) \right]^2 \hat{P}_\theta(n)
\]  

(17)

where \( F_\theta, \hat{F}_\theta, \) and \( \hat{P}_\theta \) are theoretical CDF, empirical CDF and empirical PDF, respectively.
Figure 2. Dice coefficients for prostate segmentation in apex, midgland, and base of prostate, respectively, using SpAEM and EM.

Figure 3. Quantitative results of prostate segmentation from a cohort of 6 patients, using SpAEM and EM parameter estimation.

5. RESULTS

5.1 Prostate Segmentation Results

For prostate segmentation, we employed the set of features described in Section 4.2.1. We also used Sorensen-Dice coefficient explained in Section 4.2.2 to compare prostate segmentation results from our SpAEM method and unsupervised EM Gaussian mixture model (EM-GMM) based parameter estimation. We set $\alpha = L/L + 1$, which implies that the spatial prior probability and each distribution have an identical weight.

Figure 2 shows Sorensen-Dice coefficient of prostate segmentation in (a) apex, (b) midgland, and (c) base for 6 patients. As Figure 2 shows, SpAEM outperforms traditional EM approach in apex and midgland for 5 out of 6 patients. The performance of SpAEM for all 6 patients is better than that of EM in base.

Figure 3 qualitatively demonstrates the performance of TRUS image segmentation approaches. The lack of prior spatial probability in EM-based segmentation method is evident in Figure 3. Note that EM algorithm is unable to reliably distinguish the background from the foreground and hence over-segments the prostate. However by imposing the spatial prior probability constraint, SpAEM is able to more accurately and specifically segment the foreground from the background.

5.1.1 Parameter Sensitivity

The performance of SpAEM is sensitive to the degree of freedom, $\alpha$. Figure 4 demonstrates the effect of weighting coefficient $\alpha$ when the intensity value is the only feature employed for segmentation. As Figure 4 shows, the accuracy of SpAEM for prostate segmentation in midgland is better than that in apex and base when the value of $\alpha$ is small. On the other hand, for larger values of $\alpha$, SpAEM shows more accurate segmentation in apex and
base. $\alpha = \frac{L}{L+1} = 0.5$ shows more consistent performance in apex, midgland and base. One can discern from Figure 4 that if 3D information of prostate is available, the performance can be improved by adaptively changing $\alpha$ based on the approximate location of the ultrasound probe.

![Figure 4](http://example.com/fig4.png)

Figure 4. Dice values versus different values of $\alpha$ for segmentation of the prostate in apex, midgland and base when $L = 1$.

### 5.2 Accuracy of Estimated Parameters

#### 5.2.1 Cramer-Rao Lower Bound

Figure 5 shows the variance of the estimated mean (left) and variance of the estimate variance (right) of prostate versus $N_k$ for different number of features, $L$. Dotted line in that figure shows the CRLB of the mean estimation (left) and variance estimation (right). The variance of estimated parameters are plotted against the portion of pixels employed for parameter estimation. It is evident, from weak-law of large number theory, that employing a larger number of pixels for parameter estimation results in lesser variance of estimated parameters. As Figure 5 illustrates, SpAEM achieves CRLB which implies: (1) SpAEM is an unbiased estimator, and (2) our solution achieves the lowest mean square error. Hence we can surmise that, SpAEM is the minimum variance unbiased (MVU) estimator.

![Figure 5](http://example.com/fig5.png)

Figure 5. The variance of (a) estimated mean and (b) estimated variance versus the portion of pixels used for parameter estimation.
5.2.2 Cramer-Von Mises Criterion

We wished to measure the goodness of fit of theoretical CDF to SpAEM estimated CDF. We generate a synthetic TRUS image with known mean and variance (of both prostate and background), then we use SpAEM to estimate those parameters. Having estimated parameters, we can write estimated distributions (because mean and variance are sufficient statistics for Gaussian distribution\textsuperscript{34}). Now, we use CVM to measure the difference between estimated distributions and synthetic distributions for both prostate and background. The approach is briefly described in following steps:

**Step-1:** Generate synthetic TRUS image that satisfies the assumptions in Section 2.

**Step-2:** Estimate parameters via SpAEM and EM.

**Step-3:** Calculate CVM for SpAEM and EM using (17).

Figure 6 (a) is synthetic TRUS image when $\mu_1 = 1$, $\mu_2 = 4$ are mean of the intensity of prostate and background, respectively. Corresponding variances are identical and equal 1, i.e. $\Sigma^2_1 = \Sigma^2_2 = 1$. Figure 6 (b) compares CVM for SpAEM and EM. As it is evident, the difference between theoretical CDF and empirical CDF is less in SpAEM in compare to EM.

![Synthetic TRUS image](image1)

![CVM comparison](image2)

Figure 6. (a) Synthetic TRUS image generated as described in Section 5.2.2, (b) Comparing CVM of prostate and background using SpAEM and EM for estimating the parameters of synthetic TRUS images.

6. CONCLUDING REMARKS

In this work, we introduced a novel Spatially Aware Expectation-Maximization (SpAEM) algorithm for parameter estimation. SpAEM can be applied to those specific scenarios where we need to model image distributions as a mixture of a finite number of distinct distributions with unknown parameters. We defined a prior spatial probability matrix to complement existing parameter estimation methods. There was one-to-one correspondence between each row of prior spatial probability matrix and each pixel of an image, such that $k$th entity of $n$th row of prior spatial probability matrix demonstrated the prior probability that $n$th pixel belonged to $k$th class. When estimating the parameters for a class, spatial prior probability improved the accuracy of parameter estimation by:

- Increasing the contribution of pixels with higher probability of belonging to the class of interest.
- Excluding pixels for which the probability of belonging to the class of interest is zero.

In order to evaluate SpAEM, we employed it for the task of for prostate capsule segmentation in TRUS images. The performance was measured quantitatively via Sorensen-Dice coefficient as well as quantitatively via comparing with ground truth. Experimental results showed SpAEM outperformed traditional EM. We finally used Cramer-Rao Lower Bound and Cramer-Von Mises Criterion as a quantitative metric to demonstrate the
accuracy of introduced parameter estimation scheme. Experimental results showed the proficiency of SpAEM over traditional EM.

Our approach and study did have some limitations. Our results can be improved by first, considering more accurate distribution of features. We assumed the features are independent multivariate Gaussian which is not always true. For example, the intensity value of ultrasound images is governed by a Rayleigh distribution. Secondly, an optimization problem for parameter \( \alpha \) may also be required to improve the accuracy of the segmentation. And finally, we assumed pixels are independent which is not an accurate assumption for adjacent pixels. As part of future work, we aim to include Markov prior (similar to\(^{11}\)) to further boost the parameter estimation.
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