Computer extracted texture features on T2w MRI to predict biochemical recurrence following radiation therapy for prostate cancer
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ABSTRACT

In this study we explore the ability of a novel machine learning approach, in conjunction with computer–extracted features describing prostate cancer morphology on pre–treatment MRI, to predict whether a patient will develop biochemical recurrence within ten years of radiation therapy. Biochemical recurrence, which is characterized by a rise in serum prostate–specific antigen (PSA) of at least 2 ng/mL above the nadir PSA, is associated with increased risk of metastasis and prostate cancer–related mortality. Currently, risk of biochemical recurrence is predicted by the Kattan nomogram, which incorporates several clinical factors to predict the probability of recurrence–free survival following radiation therapy (but has limited prediction accuracy). Semantic attributes on T2w MRI, such as the presence of extracapsular extension and seminal vesicle invasion and surrogate measurements of tumor size, have also been shown to be predictive of biochemical recurrence risk. While the correlation between biochemical recurrence and factors like tumor stage, Gleason grade, and extracapsular spread are well–documented, it is less clear how to predict biochemical recurrence in the absence of extracapsular spread and for small tumors fully contained in the capsule. Computer–extracted texture features, which quantitatively describe tumor micro–architecture and morphology on MRI, have been shown to provide clues about a tumor’s aggressiveness. However, while computer–extracted features have been employed for predicting cancer presence and grade, they have not been evaluated in the context of predicting risk of biochemical recurrence. This work seeks to evaluate the role of computer–extracted texture features in predicting risk of biochemical recurrence on a cohort of sixteen patients who underwent pre–treatment 1.5 Tesla (T) T2w MRI. We extract a combination of first–order statistical, gradient, co–occurrence, and Gabor wavelet features from T2w MRI. To identify which of these T2w MRI texture features are potential independent prognostic markers of PSA failure, we implement a partial least squares (PLS) method to embed the data in a low–dimensional space and then use the variable importance in projections (VIP) method to quantify the contributions of individual features to classification on the PLS embedding. In spite of the poor resolution of the 1.5 T MRI data, we are able to identify three Gabor wavelet features that, in conjunction with a logistic regression classifier, yield an area under the receiver operating characteristic curve of 0.83 for predicting the probability of biochemical recurrence following radiation therapy. In comparison to both the Kattan nomogram and semantic MRI attributes, the ability of these three computer–extracted features to predict biochemical recurrence risk is demonstrated.
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1. INTRODUCTION

Approximately 240,000 new prostate cancers are diagnosed annually in the United States, and nearly 30,000 deaths are attributed to prostate cancer on an annual basis. Primary localized treatment options include radical prostatectomy and radiation therapy, which can be administered as external beam radiation therapy (EBRT) or brachytherapy with or without concomitant hormonal therapy. Nevertheless, as many as one third of patients who undergo localized treatment for prostate cancer develop biochemical recurrence, which, according to the ASTRO definition, is characterized by a rise in serum prostate–specific antigen (PSA) of at least 2 ng/mL above the nadir PSA. Approximately one third of prostate cancers associated with biochemical recurrence will eventually metastasize. Furthermore, biochemical recurrence is associated with a marginally but significantly increased risk of clinical progression and prostate cancer–related mortality. Consequently, pre–treatment prediction of a patient’s propensity towards biochemical recurrence following radiation therapy would be beneficial for choosing an optimal treatment strategy. Thus, patients who are likely to experience biochemical recurrence after undergoing radiation therapy may be advised to choose other treatments.

Several nomograms have been developed for predicting patient response to radiation therapy; the most widely accepted one is the Kattan nomogram. The Kattan nomogram incorporates baseline PSA level, tumor stage, Gleason score, radiation dose, and the use of hormonal therapy to predict the probability of remaining recurrence–free for five years. Although these factors are good predictors of biochemical recurrence, the Kattan nomogram is limited by the presence of benign prostatic hyperplasia, which impacts pretreatment PSA levels, and inaccuracies in the determination of the Gleason score that result from biopsy sampling errors.

During the past decade, magnetic resonance imaging (MRI) has emerged as an accurate method for evaluating prostate cancer stage and grade. Prostate MRI exams typically involve some combination of T2w MRI, which provides excellent contrast of anatomic structures; diffusion weighted imaging and dynamic contrast enhanced (DCE) MRI, which provide information about cell architecture and microvasculature; and MR spectroscopy, which provides insight into metabolic activity. Due to the ability to discern anatomical structures on T2w MRI, semantic attributes of prostate cancer, such as the presence of extracapsular extension and seminal vesicle invasion and surrogate measurements of tumor size, can be assessed on T2w MRI. These semantic attributes have all been shown to be powerful independent predictors of five–year biochemical recurrence–free survival. Moreover, when incorporated in a predictive model together with the clinical features assessed by the Kattan nomogram, these semantic or qualitative MRI features obtained via a radiologist’s interpretation can substantially augment the accuracy of the Kattan nomogram in predicting biochemical recurrence risk, leading to an area under the receiver operating characteristic (ROC) curve (AUC) of 0.78 compared to 0.61 for the Kattan nomogram.

Nevertheless, semantic features represent only a small fraction of possible MRI–derived attributes that may be useful for predicting biochemical recurrence. A number of recent studies have shown that computer–extracted features, such as textural features derived from T2w MRI, are useful for detecting prostate cancer in vivo and differentiating between high and low Gleason grade prostate cancer in vivo. It is thought that computer–extracted features are capable of quantitatively describing tumor micro–architecture and morphology, which provide clues about tumor aggressiveness. Because high grade tumors tend to be more aggressive, they are more likely to trigger biochemical recurrence after treatment. Consequently, we expect that micro–architectures in the tumor may be correlated with biochemical recurrence risk, as well as Gleason grade. Since computer–extracted MRI texture features were previously shown to effectively discriminate between prostate cancers of high and low Gleason grades, we hypothesize that computer–extracted MRI texture features may capture morphometric clues for predicting biochemical recurrence as well.

However, one of the challenges associated with trying to find a set of computer–extracted features associated with risk of ten–year biochemical recurrence is dealing with the “curse of dimensionality” problem—an issue when the number of computer–extracted features overwhelms the total number of available samples. While it is important to extract a large pool of features that comprehensively describe tissue morphology and micro–architecture on MRI, many of these computer–extracted features may be redundant or may have limited value for predicting biochemical recurrence of prostate cancer. Thus, it is crucial that we identify the few MRI–derived features that are most relevant for predicting biochemical recurrence.

The traditional approach for identifying a small set of highly predictive features is feature subset selection. Nevertheless, feature subset selection is a challenging problem because (a) most feature ranking processes are...
unable to account for dependencies and interactive effects among features and (b) both feature ranking and greedy feature selection algorithms tend to be highly unstable, as several feature subsets may lead to the same high classification accuracy.\textsuperscript{20} An alternate method for identifying top–performing features would involve constructing a classifier using all of the features and then identifying the few features that have the greatest positive impact on this classifier. Unfortunately, constructing a classifier with hundreds of features is unfeasible due to the Hughes effect,\textsuperscript{21} which dictates that predictive power reduces as dimensionality increases. Conversely, dimensionality reduction approaches (e.g., principal component analysis) involve transforming the high–dimensional features into a series of eigenvectors, which are then used for classification. Because very few eigenvectors are needed to describe most of the variance in the original features, dimensionality reduction succeeds in reducing the dimension of the data so that constructing a generalizable classifier with high predictive power becomes feasible. The most salient drawback of dimensionality reduction, however, is that these eigenvectors typically have no direct biological meaning. However, in predictive modeling in biomedical domains, understanding which features are predictive can be as important as overall prediction accuracy.

The primary goal of this work is to construct a predictive model that uses a small number of computer–extracted T2w MRI features to predict biochemical recurrence risk following radiation therapy. Toward this end, we extract a combination of first–order statistical features, which highlight regions with large changes in signal intensity; non–steerable gradient features, which highlight tumor boundaries; co–occurrence features, which consider multi–scale and multi–orientation architectures within the tumor. Then, partial least squares (PLS) is implemented to reduce the dimensionality of the high–dimensional MRI features. We leverage the variable importance in projections (VIP) scoring system\textsuperscript{22} to score and rank each computer–extracted feature according to the extent of its contribution to accurate prediction of biochemical recurrence in the PLS embedding subspace. Finally, the few features associated with the highest VIP scores are used to construct a predictive model that is compared to the Kattan nomogram in terms of its ability to accurately distinguish between patients who will develop biochemical recurrence and those who will remain recurrence–free. A summary of our approach is illustrated in Figure 1.

The remainder of this paper is organized as follows. Section 2 elaborates on previous work in computer–aided characterization of prostate cancer and highlights the novel contributions of our work. In Section 3 we discuss our methodology for feature extraction and feature selection via the VIP method, and in Section 4 we focus on our experimental design and methods for evaluating the features identified by VIP. Section 5 discusses our experimental results, and Section 6 contains our concluding remarks.

2. PREVIOUS WORK AND NOVEL CONTRIBUTIONS

A number of studies have explored methods for computer–aided detection (CAD) and localization of prostate cancer on MRI.\textsuperscript{9, 13–17, 23–26} Most of these studies exploit multiparametric MRI, including T2w, dynamic contrast–enhanced (DCE), and diffusion–weighted (DW) MRI protocols.\textsuperscript{9, 23} For example, several groups\textsuperscript{24, 25} have reported that combining apparent diffusion coefficient (ADC) maps obtained from DW MRI with T2w MRI improves prostate cancer detection when compared to T2w MRI alone, and Ampeliotis et al.\textsuperscript{26} reported a statistically significant improvement in cancer detection accuracy when signal intensities from DCE and T2w MRI were combined, compared to the use of individual MRI protocols. Furthermore, a number of recent studies have shown that computer–extracted features describing textures on MRI are useful for detecting prostate cancer.\textsuperscript{13–17} These studies use a combination of texture features extracted from T2w MRI and quantitative features extracted from MR spectroscopy, DW MRI, or DCE MRI, and they report improved prostate cancer detection and localization accuracy compared to MRI signal intensities. While most of these studies exploit multiparametric MRI, which is more informative of prostate cancer presence than T2w MRI alone, some have shown that it is possible to construct effective CAD classifiers for prostate cancer localization using T2w MRI alone.\textsuperscript{16}

More recently a handful of studies have explored using multiparametric MRI for predicting prostate cancer grade, in addition to location and extent.\textsuperscript{6–9} Prostate cancers associated with higher Gleason grades have been shown to be correlated with lower T2w MRI signal intensities\textsuperscript{6} and lower ADC values on DW MRI,\textsuperscript{7} and quantitative features extracted from ADC maps and DCE MRI are moderately correlated with Gleason scores.\textsuperscript{8, 9} Furthermore, several clinical observational studies have explored the use of pre–treatment MRI to

\textsuperscript{9}
predict biochemical recurrence following treatment.\textsuperscript{10, 12, 27} For example, predictive models that exploit attributes on T2w MRI, such as tumor size, presence and extent of extracapsular spread, and presence or absence of seminal vesicle invasion, were shown to outperform the Kattan nomogram in predicting progression to biochemical recurrence following radiation therapy.\textsuperscript{10} However, none of these studies used computer–extracted MRI features to predict risk of biochemical recurrence.

Although computer–extracted texture features have previously been shown to be useful for prostate cancer detection, localization, and grading,\textsuperscript{6–9, 13–17, 23–26} to the best of our knowledge no one has considered looking at the association between computer–extracted texture features on pre–treatment T2w MRI and subsequent biochemical recurrence. The underlying hypothesis of our study is that computer–extracted texture features, which quantitatively describe tumor micro–architecture and morphology on T2w MRI, can provide clues about a tumor’s aggressiveness and hence its likelihood to recur after treatment. This hypothesis is tested on sixteen patients with biopsy–confirmed prostate cancer who underwent EBRT or brachytherapy and subsequently participated in at least five years of follow–up. Among these patients, seven experienced biochemical recurrence within ten years of treatment, while the remaining nine remained recurrence–free for at least five years. Our aim is to identify a set of computer–extracted features from T2w MRI that can complement the performance of the Kattan nomogram, which predicts biochemical recurrence risk based on clinical variables alone. More specifically, we seek computer–extracted features that can be gleaned from old 1.5 Tesla T2w MRI, which suffers from poor spatial resolution, because of the long term outcome information available along with these fifteen–year–old MRI exams.
### 3. FEATURE EXTRACTION AND SELECTION

#### 3.1 Feature Extraction from T2w MRI

We define a voxel in the T2w MR image as \( c \in C \), where \( C \) is a 3–dimensional grid of MRI voxels. Each \( c \in C \) is associated with a label \( I(c) \in \{0,1\} \), where \( I(c) = 1 \) if voxel \( c \) is cancerous and \( I(c) = 0 \) otherwise. Let \( C^1 = \{ c : I(c) = 1 \} \). Each voxel in \( C^1 \) is also associated with the feature vector \( F(c) \), which is comprised of computer–extracted features extracted from T2w MRI. A brief description of the image texture features extracted in this work, as well as our motivation for using them to predict biochemical recurrence, is provided in Table 1.

Following voxel–level extraction of texture features from cancerous prostate voxels (see Figure 2), patient–level features were subsequently computed by calculating the mean, median, standard deviation, skewness, and kurtosis of the distributions of each of these features. Thus, for \( j \in \{1,\ldots,88\} \) the mean value of the \( j \)th feature was calculated as \( \frac{1}{|C|} \sum_{c \in C} F_j(c) \), where \(| * |\) denotes cardinality. In addition to the mean, the median, standard deviation, skewness and kurtosis were similarly computed for each of the 88 features, together providing a single, patient–level feature vector \( x \) containing 440 features.

#### 3.2 Dimensionality Reduction via Partial Least Squares

In order to reduce the dimensionality of the data, we use partial least squares (PLS),\(^{28}\) a popular linear dimensionality reduction method. In contrast to the more well–known principal components analysis (PCA), an unsupervised dimensionality reduction scheme that seeks to maximize data covariance, PLS is a supervised dimensionality reduction method that maximizes data covariance specifically as it relates to a response variable. Given an \( n \times m \) data matrix \( X \) and an \( n \times 1 \) outcome vector \( y \), PLS forms the following model:

\[
X = TP^T, \quad y = Uq^T, \tag{1}
\]

where \( T \) is an \( n \times h \) matrix of \( X \)–scores, \( P \) is an \( m \times h \) matrix of \( X \)–loadings, \( U \) is an \( n \times h \) matrix of \( Y \)–scores, and \( q \) is a \( 1 \times h \) vector of \( Y \)–loadings, and \( h \ll n \). The \( X \)–loadings that comprise \( P \) express the relationships between the raw data \( X \) and the transformed data, or scores \( T \), and the \( Y \)–loadings in \( q \) are the regression coefficients from regressing the \( Y \)–variables onto the \( X \)–scores \( U \). PLS finds rotation directions to maximize \( T^T U \). As a result, when the columns of \( P \) are orthogonalized, generating an orthogonal transformation matrix \( W \), the columns of \( W \) are precisely the eigenvectors of \( X^T Y Y^T X \).

#### 3.3 Feature Selection

In order to identify a handful of features that have the greatest influence in the PLS model, the variable importance on projection (VIP) method\(^{22}\) was employed. VIP provides a score for each feature so that the features can be ranked according to their predictive power in the PLS model. The VIP for the \( j \)th feature, \( \pi_j \), is defined as follows:

<table>
<thead>
<tr>
<th>Feature</th>
<th>No.</th>
<th>Parameters</th>
<th>Description</th>
<th>Motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>First–order statistical</td>
<td>8</td>
<td>window size</td>
<td>Mean, standard deviation, and range of intensities</td>
<td>Localize regions with significant changes in signal intensity</td>
</tr>
<tr>
<td>Non–steerable gradient</td>
<td>13</td>
<td>window size</td>
<td>Image convolutions with Sobel and Kirsch operators</td>
<td>Accurately detect region boundaries</td>
</tr>
<tr>
<td>Co-occurrence</td>
<td>13</td>
<td>distance, window size</td>
<td>Statistical features computed from joint pdf of intensity value co–occurrences</td>
<td>Differentiate homogeneous regions of low SI in aggressive cancer from high SI in normal prostate</td>
</tr>
<tr>
<td>Gabor wavelet</td>
<td>54</td>
<td>orientation, wavelength</td>
<td>Multi–orientation features computed from Gaussian function convolved with sinusoid</td>
<td>Quantify local and global features qualitatively assessed by radiologists analyzing cancer</td>
</tr>
</tbody>
</table>

Table 1: Description of features computed on a per–voxel basis from T2w MRI and the motivation for using them for predicting biochemical recurrence of prostate cancer. SI = signal intensity.
Figure 2: The top–performing Gabor feature selected by VIP (top) and a first–order statistical feature (bottom) is shown for (a) and (d) a recurrence–free patient and (b) and (e) a patient who develops biochemical recurrence with the ground truth cancer extent bounded in white. The histograms in (c) and (f) show the distributions of these feature in cancerous regions of the prostate for the recurrence–free patient (blue) and the patient who experiences biochemical recurrence (red). Note that significant differences in both the skewness and kurtosis of the distributions of the Gabor wavelet feature can be appreciated in (c) but not in (f).

\[
\pi_j = \sqrt{\frac{\sum_{i=1}^{h} b^2_i t^T_i t_i \left( \frac{|w_j|}{||w_i||} \right)^2}{\sum_{i=1}^{h} b^2_i t^T_i t_i}}. \tag{2}
\]

where \( m \) is the number of features in the original, high–dimensional feature space and \( b_i \) are regression coefficients that relate the transformed data \( T \) to the outcome vector \( y \). The degree to which a feature contributes to classification in the PLS transformed space is directly proportional to its associated VIP score. Thus, features with VIP scores near 0 have little predictive power, and the features with the highest VIP scores are identified as most useful for discriminating between the two classes.

4. EXPERIMENTAL DESIGN

4.1 Description of Data

Sixteen patients with biopsy–confirmed prostate cancer who underwent external beam radiation therapy or brachytherapy and subsequently participated in at least five years of follow–up were retrospectively included in this study. Biochemical recurrence after radiation therapy was defined, according to the ASTRO definition, as a rise of 2 ng/mL or more above the nadir PSA.\(^3\) Using this criterion, seven patients experienced biochemical recurrence within 10 years of the end of treatment, while the remaining nine patients remained recurrence–free for at least five years. The average time until biochemical recurrence was 6.8 years, and the mean length of follow–up time in the non–failure patients was 7.0 years. Among these sixteen patients two patients who developed biochemical recurrence and three who remained recurrence–free underwent hormonal therapy in addition to radiation therapy.
Prior to treatment each patient had been clinically referred for a prostate cancer MR staging exam for improved therapeutic selection; this exam included acquisition of T2w MRI and MR spectroscopy. MRI was performed by using a 1.5 T whole-body MRI unit (Signa; GE Medical Systems, Milwaukee, Wisconsin). The patients were imaged while in the supine position by using a body coil for signal excitation and a pelvic phased-array coil (GE Medical Systems) combined with a balloon-covered expandable endorectal coil (Medrad, Pittsburgh, PA) for signal reception. Data sets were acquired as $16 \times 8 \times 8$ phase-encoded spectral arrays (1024 voxels) by using a nominal spectral resolution of $0.24-0.34$ cm$^3$, $1000/130$, and a 17-min acquisition time. MR spectroscopy was not used in our study for biochemical recurrence risk prediction; however, MR spectra were used to determine cancer presence and extent on MRI (see Section 4.2). Consequently, three-dimensional MR spectroscopic imaging data were processed and aligned with the corresponding T2w imaging data using a combination of in-house software and Interactive Display Language (Research Systems, Boulder, Colorado) software tools. The raw spectral data were apodized with a 1–Hz Gaussian function and Fourier transformed in the time domain and in three spatial domains.

4.2 Annotation of Ground Truth Cancer Extent

MR spectral voxels were annotated by an expert radiologist with more than 25 years of experience on a 5-point scale adapted from the standardized 5-point scale developed by Jung et al., where each spectrum is defined as either (1) definitely benign, (2) probably benign, (3) equivocal, (4) probably malignant, or (5) definitely malignant. While the scale described by Jung et al. was based on metabolic ratios of MR spectra alone, the spectral annotations in this work were performed by incorporating the presence and strength of hypointensities on T2w MRI as well. MRS voxels annotated as “likely benign” or “probably benign” were considered to be “benign” for our analyses, while voxels annotated as “probably malignant” or “likely malignant” were considered cancerous. MR spectroscopy voxels annotated as “equivocal” were excluded from further analysis. Following annotation of ground truth cancer extent on MR spectroscopy, T2w MRI was brought into spatial alignment with MR spectroscopy using information in the image descriptor files. Thus, the texture features described in Section 3.1 were extracted only from T2w MRI voxels labeled as cancerous, and non–cancerous regions were ignored in subsequent analyses.

4.3 Feature Selection via VIP

In order to identify the three computer-extracted features that are most predictive of biochemical recurrence, PLS was employed to reduce the data dimensionality, and a VIP score was subsequently computed for each of the high-dimensional features according to equation (2). In order to ensure generalizability of the selected feature set, leave-one-out cross-validation was performed. At each step of this cross-validation procedure, the data from all but one subject was used to construct the PLS embedding and subsequently to compute feature-wise VIP scores. After the cross-validation procedure was completed, the top three computer-extracted features were identified by voting across all cross-validation iterations, and the most commonly selected features were thus identified.

4.4 Experiment 1: Evaluation of VIP for Feature Selection

In order to evaluate whether the VIP scheme is indeed selecting features with high predictive power, the top 1–10 features with the highest VIP scores were employed to construct logistic regression models that predict a patient’s risk of developing biochemical recurrence. Based on the results obtained from these predictive models, receiver operating characteristic (ROC) curves representing the tradeoff between classifier sensitivity and specificity were...
generated. The area under the ROC curve (AUC) was used to comparatively evaluate classifier accuracy in conjunction with different feature subsets. The AUC associated with each of the logistic regression classifiers was evaluated using a leave-one-out cross-validation procedure to ensure generalization of the classifier and to obtain a robust estimate of AUC.

Additionally, in order to compare VIP with state-of-the-art feature selection algorithms in terms of its ability to identify features with high predictive power, we compared VIP with minimum-redundancy–maximum-relevance (mRMR), a popular information theoretic feature selection scheme. AUC values associated with logistic regression classifiers constructed both in conjunction with the top 1–10 features selected by mRMR and with the top 1–10 features selected by VIP were obtained using leave-one-out cross-validation.

### 4.5 Experiment 2: Comparative Evaluation of Classifier for Biochemical Recurrence Risk Prediction

The top three computer–extracted features obtained by the VIP scheme were further compared to (a) semantic MRI attributes (see Table 2) and (b) the Kattan nomogram in terms of their ability to accurately predict biochemical recurrence following radiation therapy. The Kattan nomogram incorporates clinical features (see Table 2) to predict the probability of remaining recurrence–free for five years. To evaluate the predictive power of semantic attributes on MRI, a logistic regression classifier was trained in a leave-one-out cross-validation procedure to predict biochemical recurrence based on the following semantic attributes: number of cancerous MRS voxels, a surrogate measurement of tumor size; presence or absence of extracapsular spread; and presence or absence of seminal vesicle invasion. The AUC associated with this predictive model, as well as the area under the ROC curve drawn based on the survival probabilities obtained using the Kattan nomogram, was thus obtained.

In addition to comparing AUC values associated with these methods, Kaplan–Meier survival analysis was also performed. Kaplan–Meier survival probabilities, calculated as the ratio of the number of subjects who remain event–free to the total number of study subjects, are useful for measuring the fraction of subjects who remain recurrence–free at any given time after treatment. Because Kaplan–Meier survival analysis inherently accounts for censored data, it is able to account for subjects in our study who were lost to follow–up prior to ten years following treatment. Kaplan–Meier survival curves that stratify patients based upon their risk of developing biochemical recurrence were estimated and compared for the top three VIP–selected computer–extracted features and the Kattan nomogram.

### 5. EXPERIMENTAL RESULTS AND DISCUSSION

#### 5.1 Experiment 1: Evaluation of VIP for Feature Selection

The three computer–extracted features that contribute most to accurate prediction of biochemical recurrence following radiation therapy in the PLS embedding space are the skewness and kurtosis of the distributions of three Gabor wavelet features (see Table 3). When these three features were used in conjunction with a logistic regression classifier to predict biochemical recurrence risk, an AUC of 0.74 was obtained; when the top four features were used, an AUC of 0.83 was achieved (see Figure 3(a)). In Figure 2 grayscale representations of the Gabor filter associated with the highest VIP score illustrate over–expression in a patient who develops biochemical recurrence within four years compared to a patient who remains recurrence–free for ten years. While the distributions of this Gabor feature in these two patients have very different shapes, and hence different values for skewness and kurtosis, the shapes of the distributions of an arbitrarily–selected first–order statistical feature are very similar for both patients (see Figure 2).

<table>
<thead>
<tr>
<th>VIP: Top 4 Features</th>
<th>VIP Scores</th>
<th>mRMR: Top 4 Features</th>
<th>VIP Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor feature 9 skewness</td>
<td>1.30 ± 0.31</td>
<td>Gabor feature 14 SD</td>
<td>1.04 ± 0.09</td>
</tr>
<tr>
<td>Gabor feature 8 skewness</td>
<td>1.28 ± 0.29</td>
<td>Gabor feature 51 kurtosis</td>
<td>0.77 ± 0.28</td>
</tr>
<tr>
<td>Gabor feature 44 kurtosis</td>
<td>1.18 ± 0.22</td>
<td>Gabor feature 52 skewness</td>
<td>0.65 ± 0.19</td>
</tr>
</tbody>
</table>

Table 3: Top three features selected by the VIP feature selection scheme and by mRMR and their associated VIP scores. SD = standard deviation.
A scatterplot of the three computer–extracted features with the highest VIP scores shows excellent separation between subjects who will develop biochemical recurrence and those who remain recurrence–free, as a plane drawn through the scatterplot would lead to misclassifications of only one subject in each class (see Figure 4(a)). This suggests that PLS, a linear dimensionality reduction method, is sufficient for this data and that nonlinear methods for dimensionality reduction are not necessary in this context. Interestingly, patient 2410, the only subject who developed biochemical recurrence but whose datapoint is present among the cluster of recurrence–free subjects, did not experience biochemical recurrence until 7.6 years after radiation therapy. This is the longest span of time until biochemical recurrence seen in our patient cohort.

It is notable that the computer–extracted features identified by the VIP scheme were all Gabor wavelet features. In fact, the features selected via the mRMR feature selection routine were also exclusively Gabor wavelet features. These findings suggest the importance of Gabor wavelet features in predicting progression to biochemical recurrence following radiation therapy for prostate cancer. Gabor filters provide multi–scale, multi–orientation features that reflect localized frequency characteristics within the tumors and that may hint to micro–architectural patterns of more aggressive tumors that are more likely to recur. The ability of Gabor wavelet features to capture micro–architectural patterns that characterize cancer has been previously documented, as Gabor wavelet features were identified as important for detection and localization of prostate tumors on T2w MRI and ADC maps.

5.1.1 Comparison of VIP and mRMR

Like the computer–extracted features selected by VIP, the top three features selected by mRMR are also exclusively Gabor wavelet features, including the skewness and kurtosis of Gabor filter distributions. A scatterplot of the three top features selected by mRMR, obtained by voting across all cross–validation iterations, is shown in Figure 4(b). Note that these three features provide good separability between the two classes and appear to be fairly separable in this subspace, albeit by nonlinear methods. When the top three features were used in conjunction with a logistic regression classifier to predict biochemical recurrence, an AUC of 0.59 was obtained; when the top four features were used, an AUC of 0.71 was achieved—considerably lower than the AUC values provided by the VIP feature selection scheme (see Figure 3(a)). The improved performance of VIP, when compared with mRMR, in selecting features that are predictive of biochemical recurrence may be attributed to the fact that mRMR performed feature selection in the high–dimensional feature space and was therefore encumbered by the high data dimensionality. In contrast, the VIP scheme overcame the “curse of dimensionality” by first performing dimensionality reduction via PLS and subsequently performing feature selection in the PLS embedding space.
Thus, VIP may have been more capable of identifying the most predictive features in the face of the high feature dimensionality.

5.2 Experiment 2: Comparative Evaluation of Classifier for Biochemical Recurrence Risk Prediction

In comparison to the top–performing computer–extracted MRI features, semantic attributes on MRI and the Kattan nomogram provided significantly lower AUC values of 0.63 and 0.58, respectively (see Figure 3(b)). Kaplan–Meier survival curves that stratify the patients based upon their risk of developing biochemical recurrence are shown in Figure 5 for the three computer–extracted features selected by VIP and for the Kattan nomogram. It is clear from Figure 5 that VIP-selected features provide better separation between patients who will develop biochemical recurrence and those who will remain recurrence–free than the Kattan nomogram, although the differences between the two survival curves are not statistically significant. These results suggest that a few computer–extracted texture features provide more accurate prediction of biochemical recurrence risk than both the Kattan nomogram and semantic attributes on MRI.

6. CONCLUDING REMARKS

The objective of this work was to identify computer–extracted features from T2w MRI that predict biochemical recurrence risk with high accuracy and to construct a predictive model that uses these features to predict biochemical recurrence following radiation therapy. On a cohort of sixteen patients who underwent radiation therapy, we extracted a combination of texture features from cancerous regions on T2w MRI, implemented PLS to reduce the dimensionality of these MRI–derived features, and leveraged the VIP scoring system to identify the features that are most predictive of biochemical recurrence risk. In comparison to both the Kattan nomogram and semantic MRI features, the three computer–extracted features identified by the VIP scheme, in conjunction with a logistic regression model predicting biochemical recurrence risk, led to more accurate differentiation between patients who later developed biochemical recurrence and those who remained recurrence–free.

Nevertheless, there are several limitations to our study. Firstly, our entire cohort of patients was small, consisting of only sixteen subjects: seven patients who developed biochemical recurrence and nine who remained recurrence–free. The small sample size may have significant implications in terms of generalization of the computer–extracted features identified by the VIP scheme to predict risk of biochemical recurrence in a larger or different population. Secondly, many of the patients who remained recurrence–free had limited follow–up. Patients were excluded from our study if they were not followed–up regularly for five years after completion of radiation therapy, but we cannot be certain that patients who were followed up for between 5–10 years truly
remained recurrence-free during this time. Thirdly, predicting biochemical recurrence necessitated using older data associated with long term outcome information; consequently, the imaging data used in our study was approximately fifteen years old, had poor spatial resolution, and included only T2w MRI. The fact that our methods outperform the Kattan nomogram in spite of the poor data quality suggest that more recently acquired MRI, which generally includes multiparametric images with improved spatial and temporal resolution, will prove to be even more useful for predicting biochemical recurrence following treatment.

A final limitation of our study is the limited ability of clinical biochemical recurrence, as defined by PSA criteria, to predict long-term patient outcome or eventual metastasis. For example, two patients in our cohort who remained recurrence-free, as defined by PSA criteria and the ASTRO definition, for five years after external beam radiation therapy later underwent brachytherapy although they remained recurrence-free, and a third patient who underwent a prostate biopsy nearly seven years after completing radiation therapy was found to have a Gleason grade 6 tumor but no evidence of clinical biochemical recurrence. These caveats, which are artifacts of the ASTRO definition’s limitations in predicting disease progression, may have negatively impacted the generalizability of our predictive model.

Although our study was small and the data limited, our finding that computer-extracted texture features are more useful for predicting the likelihood of developing biochemical recurrence following radiation therapy than the Kattan nomogram and semantic features on MRI is significant. Our results imply that computer-extracted features are successfully able to capture micro-architectures in the tumors that provide morphometric clues for predicting biochemical recurrence. Furthermore, our success in mining the low-resolution T2w MRI data for clues to predict progression to biochemical recurrence suggests that computer-extracted features from contemporary MRI data, which involves high-resolution, multi-parametric MRI protocols, may lead to models for predicting biochemical recurrence with even higher accuracy. Moreover, the fact that computer-extracted features appear to be more predictive of biochemical recurrence than the Kattan nomogram and semantic MRI attributes suggests that computer-extracted features provide information above and beyond what is provided by tumor stage, grade, and size and the presence of extracapsular spread or seminal vesicle invasion. Thus, incorporating computer-extracted features from T2w MRI in a nomogram to predict biochemical recurrence may be highly beneficial and lead to improved nomograms that predict a patient’s risk of biochemical recurrence with greater accuracy.
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